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ARTICLE INFO ABSTRACT

The realization of complex engineered systems using models that are typically incomplete, inaccurate and not of
equal fidelity requires the understanding and prediction of process behavior in design. This necessitates the need
for extending designer’s abilities in making design decisions that are robust, flexible and modifiable particularly
in the early stages of design. To address this requirement, we propose in this paper, an ontology for design space
exploration and a template-based ontological method that supports systematic design space exploration ensuring
the determination of the right combination of design information that meets the different goals and requirements
set for a process chain. Using the proposed method, a designer is able to (1) systematically adjust the design
space in due time to manage the risks of errors accumulating and propagating during the design of different
stages of the process chain, (2) improve the ability to communicate and understand the interactions between
design information in the process chain. We achieve the said through (1) procedure for design space exploration
is identified to determine the sequence of activities needed for the systematic exploration of design space under
uncertainty; (2) the decision-based design information flow is archived using the design space exploration
process template and represented by utilizing frame-based ontology to facilitate the management of re-usable
information. We demonstrate the efficacy of this template-based ontological method for design space exploration
by carrying out the design of a multi-stage hot rod rolling system in steel manufacturing process chain.
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1. Frame of reference

Due to the limited information in the early stages of design, the
designer has to deal with different types of uncertainty. The presence of
incomplete, inaccurate and infidel models for complex engineering
systems also adds to this uncertainty [1]. Design Space Exploration
(DSE) refers to the activities of exploring (discovering and evaluating)
design alternatives or space of potential design candidates before im-
plementation during the system development [2]. Since the design is
mainly a knowledge-driven process, it is possible to represent the in-
herent knowledge of many design problem through some hierarchical
associative relationships, which will provide the guidance of the in-
stantiation process for the problem-solving [3]. Several challenges have
involved the management of complexity and uncertainty associated
with the DSE in the model-based realization of complex engineered
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systems [4]. Two major ones are: (1) the challenge of creating knowl-
edge about the complex engineered systems and; (2) the challenge of
capturing and reusing tacit knowledge, building the ability to learn
from data and cases, and developing knowledge-based methods for
guided assistance in decision-making.

Design productivity can be enhanced by both increasing design
knowledge in the early stages of designs and maintaining design
freedom throughout the design process [5]. There have been proposi-
tions that aimed to computationally support designers in the explora-
tion of conceptual design space [6]. Such as Chong et al. [7] define a
conceptual design space and its framework to organize design knowl-
edge objects and inter-relationships, then a tailored heuristic algorithm
is employed for the determination of a satisficing solution graph [6].
Instead of the traditional optimization, the paradigm of DSE is used to
evaluate “what-if” scenarios and trade-off studies. Some research

E-mail addresses: haitang.56@163.com (R. Wang), anand.balu@ou.edu (A.B. Nellippallil), wangguoxin@bit.edu.cn (G. Wang), yanyan331@bit.edu.cn (Y. Yan),

janet.allen@ou.edu (J.K. Allen), farrokh.mistree@ou.edu (F. Mistree).

https://doi.org/10.1016/j.aei.2018.03.006

Received 9 October 2017; Received in revised form 20 March 2018; Accepted 24 March 2018

1474-0346/ © 2018 Elsevier Ltd. All rights reserved.


http://www.sciencedirect.com/science/journal/14740346
https://www.elsevier.com/locate/aei
https://doi.org/10.1016/j.aei.2018.03.006
https://doi.org/10.1016/j.aei.2018.03.006
mailto:haitang.56@163.com
mailto:anand.balu@ou.edu
mailto:wangguoxin@bit.edu.cn
mailto:yanyan331@bit.edu.cn
mailto:janet.allen@ou.edu
mailto:farrokh.mistree@ou.edu
https://doi.org/10.1016/j.aei.2018.03.006
http://crossmark.crossref.org/dialog/?doi=10.1016/j.aei.2018.03.006&domain=pdf

R. Wang et al.

results put forward from the decision-based design perspective, e.g.,
RCEM (8], IDEM [9], which facilitate a broader design space explora-
tion using the compromise Decision Support Problem (cDSP). Mean-
while, as traditional an optimization commercial software system,
iSIGHT has grown to be a design exploration environment by in-
tegrating some methods, techniques, and modules to reflect that shift
[10].

However, there is still a lack of effective means to capture, reuse,
and represent tacit knowledge in the exploration process of design
space in response to the second challenge above, which requires various
types of design information to be assembled to form a representation of
the context [11]. The contribution of this work is providing effective
decision support for a designer to achieve the trade-off between iden-
tified multiple conflicting design goals, as well as manage the risk of
errors. Therefore, to achieve a context environment for the exploration
processes in designing complex engineered systems, a good under-
standing of predicting process behavior is paramount. Achieving this
purpose using decision-based design perspective necessitates a sys-
tematic, flexible, and adaptive designing decision workflows involved.
The decision-based design results associated with these workflows
should be relatively insensitive to the uncertainties involved. The de-
sign results should also be flexible enough to accommodate any risk of
errors that may accumulate along the decision workflows. To address
above demands, we present in this paper an ontology for design space
exploration and a template-based ontological method that supports
systematic design space exploration in the model-based realization of
complex engineered systems.

The remainder of this paper is organized as follows. In Section 2, we
describe the foundation for this work — the Decision Support Problem
(DSP) and its applicability in providing insight to designers for mana-
ging complexity and uncertainty. We also address the utility of on-
tology-based knowledge modeling in facilitating efficiency and effec-
tiveness in the applications of DSPs. In Section 3, we propose a
template-based method for computationally modeling the processes of
DSE in response to the defined requirements, which includes a sys-
tematic procedure, design space adjustment, and a template scheme. In
Section 4, we develop an ontology that represents the underlying
knowledge related to the DSE process template, as well as the in-
stantiation approach in keeping with the model of DSE process tem-
plate. The efficacy of this method is illustrated by using an example
associated with the design of a multi-stage hot rod rolling system in
Section 5, and we end with the closing remarks in Section 6.

2. Foundations
2.1. Decision support problem construct

Due to the complexity and uncertainty associated with complex
systems with emergent behavior, the model-based realization of com-
plex engineering systems is characterized by models that are typically
incomplete, inaccurate and not of equal fidelity especially in the early
stages of design [4]. From the perspective of decision-based design, the
primary role of designers is to make robust design decisions given the
uncertainties associated with the system and models. Mistree et al. [12]
present the compromise Decision Support Problem (cDSP) as a decision
construct to aid designers in carrying out trade-offs among multiple
conflicting goals. Using the cDSP model satisficing solutions for the
desired system performance are sought rather than optimum solutions
that are valid only in the narrow range of conditions. The generic
mathematical formulation of the ¢cDSP construct is shown in Fig. 1. A
PEI-X (Phase-Event-Information - X) diagram is proposed to represent
the decision workflows, which is defined as various sequences of
computational tasks related decision-making.

Robustness refers to mitigating the consequences of variability to
variations in engineering design, which means the ability to tolerate
perturbations from some noise source. Many researchers have focused
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on the methods and applications for robust design in engineering de-
sign, Taguchi being the first to provide initial insight into the robust
design and its principles which are widely advocated by both industry
and academia. Despite this, there are some limitations to the Taguchi
approach, the details of which are available in [1]. The design decisions
in the earlier stages of design have a profound impact on the perfor-
mance and quality of the final product. Chen et al. [8] formulate a
robust design problem as a decision model using the cDSP construct.
Building on this work, they present the Robust Concept Exploration
Method (RCEM) and its applications [5]. These works are foundational
in addressing the incorporation of robustness in the early stages of
design. Based on these foundational work, several integrated compu-
tational methods are proposed to explore the design space by utilizing
the ¢DSP construct [13-15]. Such as Nellippallil et al. [16] present a
goal-oriented, inverse decision-based design method to achieve the
vertical and horizontal integration of models for a multi-stage hot rod
rolling system. In this work, they employ well-established empirical
models, response surface models generated from simulation experi-
ments as well as the cDSP construct supported by the Concept Ex-
ploration Framework (CEF). We will be addressing this work in the
following sections.

2.2. Ontology-based knowledge modeling

The formalization and representation of knowledge have received
strong attention in the last decades, especially in the context of
knowledge-intensive system engineering [17,18], product lifecycle
management [19], knowledge management [20,21], and artificial in-
telligence-based solutions [22,23]. As an idea of a design solution,
“design concept” means a designer’s knowledge of process behaviors in
design [24]. Thus design is also regarded as a structured reflection
process [25], whereby a designer stepwise handles a problem via the
developing and evaluating of a design concept. As a specification of a
conceptualization, ontology provides a common vocabulary for the
representation of domain-specific knowledge [26]. The two key ele-
ments of an ontology are concepts and relations, which facilitate the
capturing and reusing in-context design knowledge with an integrated
representation model [20,24].

Ontology has a great potential impact on the designing of en-
gineering system [27]. The applications of ontology in design en-
gineering have three major categories [28]: (1) concept interoperability
[17-19]; (1) annotation of design information, sharing, and retrieval
[20-22]; (3) product design configuration [23], which benefit from the
following characteristics:

o Flexibility - knowledge is defined in terms of an ontology instead of
“hardcoding” within the platform.

e Intelligent behavior - knowledge can be derived from the factual
knowledge explicitly represented in the ontologies.

e Semantic interoperability - semantics of the (possibly several) lan-
guages used by the platform’s external parties can be defined by a
set of interrelated ontologies.

e Expressiveness - context information is represented using a formal
representation language, which enables to check the consistency of
the models automatically.

In the past work, ontologies for representing the knowledge in cDSP
template [29], a selection DSP (sDSP) template [30], and a hierarchy
DSP template [31] are presented to facilitate efficiency and effective-
ness in design, respectively. A PEI-X ontology for meta-design process
hierarchies [32] is proposed, which can capture, represent and docu-
ment the knowledge for supporting the re-usability of information in
the decision workflows. Here, we focus on the integration of vertical
information in the decision workflows.
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Fig. 1. Mathematical formulation of the ¢cDSP construct [12].

3. Modeling the processes of design space exploration

In this section, according to requirements for DSE defined for the
model-based realization of engineered systems, a template-based
method for computationally modeling the processes of exploration is
proposed, which includes a systematic procedure for DSE, design space
adjustment, and a DSE template scheme.

3.1. Requirements for design space exploration

The management of complexity and uncertainty during the pro-
cesses of DSE is required to be considered in the model-based realiza-
tion of engineered systems. Kang et al. [2] suggest that an effective DSE
framework needs to consist of the following ingredients: (1) a suitable
representation of the design space, (2) an effective exploration method,
(3) machine-assisted techniques for analyzing. For the conceptual de-
sign space, Chong and Chen [6] give a methodology that guides de-
signers in the processes of DSE. Here, we extend the exploration process
to the subsequent design phase where design space can be quantified.
To further ensure the validity of design, we identify the following re-
quirements:

e Support Decision-Centric Robust Design

Decision-Based Design (DBD) helps bridge the gap between a phy-
sical world and model world [33] and emphasizes the core role of
human designers as decision-makers in the computer design environ-
ment. It is widely accepted that design is viewed as decision-making
processes, which is a matter of making rational decisions on the
available alternatives that satisfy one’s preference [34,35]. Robust de-
cision-making involves a particular set of methods aimed to help human
designers identify potential robust strategies under conditions of com-
plexity and uncertainty. As one embodiment of DBD, DSPs provide
domain-specific mathematical models built as structured templates,
which can be used to formulate a suitable representation of the design
space.

o Support Understanding and Predicting of Process Behavior
To support different decision-making needs, the exploration pro-

cesses of design space need to provide several levels of aggregation. So
it can allow the analysis, evaluation, and synthesis, as well as the

definition to be done (each task to be performed) at different levels of
detail using methods that guide a sequence of tasks from one level of
abstraction to the next lower level. Computer Aided Engineering (CAE)
tools, can enhance the efficiency and facilitate the accomplishment of
the tasks. Thus, from the perspective of model-based realization of
engineered systems [36,37], the application of processes, methods, and
tools in the exploration of design space necessitates an environment
that can integrate the associated information and provide improved
communications to support human designers in understanding and
predict the process behavior in DSE.

e Support Interaction and Visualization

In a computer environment, the model-based realization of en-
gineered systems cannot be done without the information flows that
facilitate the ability to interact with models. Due to the complex
characteristics of the engineered systems, the hierarchy of design pro-
cesses needs to organize and manage the information flows to support
vertical and horizontal integration. Therefore, a method for supporting
integrated information flows across different dimensions and stages of
the design process is essential. Meanwhile, visualization is also indis-
pensable to support effective decision-making in the exploration pro-
cesses of design space.

3.2. Procedure for design space exploration

In this paper, a systematic exploration processes for design space
that support decision-centric robust design is proposed to identify de-
sign alternatives and generate satisficing solutions for the specific design
problem. The exploration is inspired by RCEM [8] and CEF [16]. The
frame of DSE is a logical sequence of activities performed to achieve a
particular objective, as shown in Fig. 2.

Step 0: Data Input/Output - Input A and Output H in Fig. 2

The application of DSE procedure begins with the designer identi-
fying design requirements for the current design event that provides
data-entry from a static problem statement or dynamic data (e.g.,
sensors data of operation) for DSE. Moreover, it ends up with identi-
fying design solution regions or points that satisfy the requirements
identified for supporting the designer to make comprehensive decisions.
Design requirements necessitate taking account of the possibly
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Fig. 2. Procedure for design space exploration.

conflicting wants of the various stakeholders because an effective pro-
duct attribute deployment incorporates the needs of both the consumers
and producers in decision-making which facilitates the conceptualiza-
tion of design alternatives and constraints [38].

Step 1: Pre-Process - Processor B in Fig. 2

The partitioning a problem and planning the processes of decisions
using generic discipline-independent modeling are presented in DSPs,
namely meta-design [39]. PEI-X (Phase-Event-Information - X) diagram
is used to model the design processes from a perspective of event-based
time. To ensure whether appropriate Support Problems are available to
solving via the computer-based design and analysis of design space, it
requires further refinement of the complexity of the identified problem,
that is, clarify the design event by defining the decisions and related
tasks. The information associated with design space (i.e., variables,
constraints, goals, and bounds) is gathered from various sources to
make ready for a specific problem modeling.

Step 2: Problem Modeling - Processor C, D, and E in Fig. 2

To determine the initial design space and provide a combination of
design information as the inputs for the cDSP model, the designer needs
to perform three task processes (Processor C, D, and E) to model the
specified problem via the mathematical formulations. First, identify
significant design parameters in the specific design problem. They are
classified as control factors (x, design variables that designers can
control), noise factors (z, design variables that designers cannot con-
trol) and responses (y, performance measures identified as goals), in
parallel with the identification of their ranges. Then, define the
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functional relationship (f) between factors and responses, namely y = f
(x). In Processor C, some available theoretical and empirical mathe-
matical models based on the existing knowledge of natural laws or
experiments/modeling in literature are identified and reused. In case
some of them are not available or if there is a need to develop reduced
order models to reduce the size of the problem, which requires de-
signers to develop surrogate/reduced order models for the problem
formulated. Statistical techniques (e.g., statistical design of experiments
and response surface method) are widely used in engineering design to
address these concerns [40], which is to develop a model of the model
(meta-model) via building approximations of the computer analysis
codes to yield insight into the functional relationship between x and y.
As shown in Fig. 3, a generic procedure of response surface modeling is
summarized and provided to generate prediction function g(x) ap-
proximating the true response surface function f(x) via integrating base
steps and support tools.

In the development processes of surrogate models, some candidate
parameters and the boundaries (i.e., factors, responses, and ranges) are
defined as the inputs based on the existing knowledge. They char-
acterize the design space for the identified problem as well as factor
levels used in simulations for Design of Experiments (DoE). The
Simulation Program as a “slot” for inserting Finite Element Analysis
(FEA) and other simulation programs is used to run the experiments
designed. To generate data set for creating response surface models,
two stages of sequential experimentation constitute the base steps for
building approximations of computer analyses, namely screening, and
model building. More detailed study of response surfaces modeling is
provided in [41]. Point Generator and Experiments Analyzer are used to
design and evaluate the essential experiments and their results [8].
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(cDSP), which is a means to synthesize information for designing with _ 7
multiple goals under uncertainty [42]. A given combination of design Scenarios - — P
information generated from the specific problem model identified are Experiments Ide“;z]g?;’lmm" Experiments
communicated to the Processor F, namely cDSP, which is capable of
handling constraints, bounds and multiple objectives and minimize 9 . v Y
deviation function, ultimately find the design variable values to satisfy Comparison of Scenarios | Run cDSP Template | Tesnary.Elot

a set of conflicting goals. The selection of two types of deviation
function (Z = [f,(d;.dD),...i (d7,d)]), Preemptive Formulation;
Z= Z,W (di + d;"), Archimedean Formulation) depends on whether a
designer has sufficient information and knowledge to indicate the
priority of the different objectives. Various design preference P; asso-
ciated with weights W; to the corresponding design goals G; are defined
as different design scenarios to explore the solution space via a great
amount of iteration of the developed cDSP model. To solve the cDSP
model, a tailored computational tool known as DSIDES has been de-
veloped incorporating Adaptive Linear Programming (ALP) algorithm
[12], and a user-specified input file consisting of data file defining the
size of design space, and user supplied FORTRAN routines (monitoring
of the solution process) are required to create, formulate and execute
the problem.

Step 4: Post-Solution Analysis - Processor G in Fig. 2

The notion of a multi-objective approach based on the c¢DSP for-
mulation originates in an understanding of the problem defined by
different performance criteria, which is appropriate in design under
various uncertainties because it offers a “satisficing range” solution
rather than an “optimizing point” solution. Instead of finding the best
single-point solution (optimization philosophy), the satisficing philo-
sophy focuses on keeping the flexibility and modifiable for each design
stage solution, particularly in the early stages of design. Through the
definition of deviation functions, the designer in post-solution analysis
explores the possibility of design weight combination that guarantees a
“satisficing range” of solutions to trade-off the multiple conflicting
objectives. In Fig. 4, the desired solution is implemented by exploring
the design preferences for analyzing the sensitivity of design weights of
system goals. Different design scenarios are created and grouped in

é , !
3 4—| Generate Solutions l—b
g
f 1
Sensitivity Analysis P —
Deviation Response Weight Range

| Solution Points |

Fig. 4. Procedure for design preference exploration.

‘scenarios experiments’ according to the designer’s interests. These
scenarios are exercised to explore the design space. The generated re-
sults of the solution are visualized and analyzed via the comparison
charts and ternary plots to bring insight for decision makers. In the
comparison chart, the change trend of goal deviation in different design
scenarios is a graphics display. In the ternary plot, the values inside the
color contours of the plot are the deviation associated with each system
goal or the actual attained values of goals for each scenario. The color
bar next to the triangles indicates the changes of values. After the
sensitivity analysis, some satisfying solution points are identified and
recommended as the value of design or operating set points from the
feasible design space that meets the multiple design objectives.

In the exploration processes, the designer can get the deviation re-
sponse in different design scenarios and find a “satisficing range” so-
lution by the superimposed plot in a single ternary plot to meet all the
system goals. In the case that there exists a common region for all the
goals simultaneously, the designer can define weight range that satisfies
all the goals from the superimposed plot, then identify values of the
solution including goals and system variables. Another case is when
such a common regions do not exist [43]. In such a situation, there is an
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essential to modify the target value of system goals assigned in the cDSP
to lower the deviations and thereby enhance the overlap possible, or
even reformulate the constraints/goals to adjust the feasible design
space. Both of those two cases will be discussed in the following sec-
tions. After the weight sensitivity analysis, some solution points se-
lected in the satisficing range are recommended to the designers. Then,
the designers have to make trade-offs among the conflicting goals and
make a decision to choose one solution point as input to the next stage
according to their empirical knowledge and preference.

3.3. Design space adjustment

Taking into account the interdependencies between different design
events in design processes, the exploration processes of the design space
should also have better modifiability and robustness to mitigate the risk
of design errors caused by other design stage issues (e.g., processing
error). In the cDSP model, the system constraints/goals are the func-
tions of system variables, namely, f(x;) and g(x;), which can get a re-
sponse according to the minimization of deviation variables under
different design scenarios. Thus, the rest influential factors in a design
space, namely the design constraints/goals/variables, also need to be
further analyzed to check for feasibility robustness. In this paper, we
consider four possibilities scenarios that happen in the design space
changes, as shown in Fig. 5. These four scenarios can be explored by the
designer for identifying a common satisficing region depending on the
requirements of the design space currently generated/problem under
consideration.

In Fig. 5, the Scenario I, II, and III adjust target values associated
with goals or ranges of the variables, goals, and constraints in the initial
design space, respectively. Generally, in practice, the modifications are
based on the designer's empirical knowledge and corresponding com-
parison of the initial design results. Therefore, a detailed response
analysis will increase the confidence of the designer in decision-making.

Advanced Engineering Informatics 36 (2018) 163-177

For Scenario III, the extra capacity of design space depending on the
constraints is determined by the identification of adjustments for active
constraints [13], which reduces the risk of boundary solution with zero
tolerance becomes infeasible in the face of variations. Thus, it is ne-
cessary to analyze the constraint sensitivity for determining those
constraints that need to be modified by adding extra capacity. For
Scenario IV, the designer considers the newer requirements from the
side of constraints or system variables in addition to the system goals to
make a decision. These “additional requirements” when incorporated
would change the design space thereby allowing the designer to make a
confident design decision. The Scenario IV happened in the designing of
the multi-stage steel manufacturing process [16] is further addressed in
this paper in Section 5.3. The appearance of those four scenarios de-
pends on the specific design problem and the settings of the initial
design space.

3.4. Modular process template for DSE

In the computational environment, modular-based design methods
will enhance design flexibility and improve the design efficiency. So, a
modular-based process template model for design space exploration is
developed to achieve the capabilities of reusability and executability.
The main contents of DSE process template include the three sub-
templates: Problem Model (PM), compromise Decision Support Problem
(cDSP), and Post-Solution Analysis (PSA). The PM sub-template has two
modules: Theoretical and Empirical Model and Surrogate Model. The PSA
sub-template has five modules: Weight Sensitivity Analysis (WSA),
Constraint Sensitivity Analysis (CSA), Additional Requirement Analysis
(ARA), SSE Experiment (Solution Space Exploration Experiment), and
Deviation Response. The detailed modules of the cDSP template are ex-
plained in [29]. The functions of each module are described in detail in
Section 4.

In Fig. 6, the DSE process template is expressed as a structure similar

Scenario [

Scenario 11

Z =5 uwi(d"\di) G

73

W Gy i
o i} d;’ Ji\ Aspiration
T dly di Space
G ,
1 dy \u 7/:, — tighten
lover etd 7 &elax
& G e
4 \
/ \ .
7 Feasible N
Design
Space / Cs
Bound
_ —C,
\,:Ionlr PP Goa\!]
0 »

* Color red represents modification

Z =3 aywi(d di) Gs
X; G, i

A R
AP d;
G, & di dr Aspiration
i ', ay. Space
Yo
tighten ’

N x/ ¢, P
“—— N
> AN

[ 2d
(' \ T Nrelax
Feasible \C-‘
Design
Space /C3

e upper|
X x,“PP
0 >
* Color red represents modification

/]

Bound
e Constraint
Goal

X1

Scenario 111

Scenario IV

Aspiration
Space

lower  Robu ion add
X Robust Solution X, P

C) -
T \\\ Cr=ax;+bx;+c

y Cr=ax;+bx;+c+stdv(Ca)

Design

Space Bound
e Constraint
lowe - Goal
X upper

X
0 - >

Feasible / Boundary Solution
Cs

* Color red represents modification

=35 _wi(d d:
Z = wi(d’,d;) _G: )

s G,..
d_gr B, : dy
G‘/"Xf‘dl . Aspiration
- 1. . Space
Gy \&
convert < G5
‘,,imm & y it
: pd N
&}
7 Feasible N
Design C;
Space /
Bound
/ e Constraint
. - weccuciCoal
 lower upper
x; x; xi
0 >

* Color red represents modification

Fig. 5. Four possible scenarios for the design space adjustment.



R. Wang et al.

Advanced Engineering Informatics 36 (2018) 163-177

Constraint

SSE_Experiment /

Fig. 6. The DSE process template.

to a printed board assembly having some electronic components. The
elements (modules), like the theoretical and empirical model, deviation
response, etc., are represented by “chips” and the procedure introduced
in Section 3.2, is represented by the “breadboard.” Due to the modular
structure, the DSE process template includes three reuse scenarios:

(1) Reuse the “breadboard.” The procedure for design space explora-
tion corresponding to the “breadboard” is reused in the instantia-
tion of any problem by populating specific information on the
board.

(2) Reuse the “chips.” Specific information (e.g., Surrogate Model) cor-
responding to the “chips” is reused in any different instantiation of
a problem for the exploration process template.

(3) Reuse the assembly. An instantiated DSE process template with
specific information corresponding to the “chips” is reused, where
some “chips” (e.g., SEE Experiment) are modified whereas others
stay unchanged.

The modular DSE process template provides the ability to capture
and reuse the information of DSE, which increase the confidence of
designer's decision-making and give them insight into making com-
prehensive decisions, particularly in the early stages of design.

4. Ontology development for design space exploration process
template

To further satisfy the requirements of DSE presented in Section 3.1,
a frame-based ontology for DSE process template is developed to sup-
port the management of re-usability information and enhance the de-
signer's understanding of process behavior. In this section, the classes
and slots that constitute a frame-based ontology are formally defined, as
well as the instantiation of exploration processes using the ontology is
presented in keeping with the DSE process template model.

4.1. Definition of class and Slot

In the DSE process template, the “chips” embedded in the “bread-
board” constitute the main structure of the ontology. The concepts in
the DSE process template are explicitly defined as Classes, like
DSE_Template, PM_Template, PSA_Template, etc. Some additional asso-
ciated Classes, like ResponseSurface, Response, Factor, etc., are iden-
tified to capture the re-usability information of DSE, which also in-
crease the semantic richness and integrity of the DSE process template

169

ontology. The detailed definitions of the Classes are shown in
Table 1.

Meanwhile, the semantic relationships between Classes are cap-
tured using S1lots. There are two types of Slots - data slots and object
slots. Data slots are used to link classes to end data (e.g., weightRange
links the WS_Analysis to capture a value of weight range), while object
slots are used to link classes to other classes (e.g., hasWSA links
PSA_Template to WS_Analysis) or to themselves. Based on the explora-
tion processes and the DSE process template structure, the data slots
and object slots of the ontology are defined as shown in Tables 2 and 3,
respectively. Some slots that reuse other ontologies will not be de-
scribed here, like name, value, image, etc.

4.2. Instantiation of exploration using DSE process template ontology

According to the procedure for DSE defined in Section 3.2, the DSE
process template is assembled by three sub-templates: PM template,
cDSP template, and PSA template, as shown in Fig. 7. Before in-
stantiating the DSE process template, the designer needs to clarify the
corresponding design event defined in the PEI-X diagram process,
which is useful for the designer to determine the relevant design in-
formation and knowledge involved in the design problem that is ad-
dressed. In this paper, we focus on creating and populating the PM
template and the PSA template, the instantiation procedure for them
are listed below.

(1) Create PM_Template Instance. Based on the input instances of
Classes Information and GeneralDesign_ Knowledge that are defined
in the design event, create and populate the
TheoreticalEmpiricalModel Instance. When some existing TEM
instances are not available, it needs to create SurrogateModel
Instance arises, that is, creating predictive Factor and Response
Instances and embed them into RSM (Response Surface Model)
Instance based on the developed DoE. The newly created tem-
plate instance of the surrogate model will be stored as new
knowledge to achieve subsequent reuse.

(2) Create PSA_Template Instance. The PSA template can be
equipped with three modules, i.e., weight sensitivity analysis,
constraint sensitivity analysis, and additional requirement analysis,
which are combined based on the needs of the specific problem and
populated into the S1ots of PSA template instance. The Instance
of WSA is a basic module used to support the designer to determine
the desired solution region. The input Slot of WSA module is the
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Classes of DSE process template ontology.

Class

Definition

DSE _Template
PM_Template
PSA_Template

TheoreticalEmpiricalModel

SurrogateModel
WS_Analysis
CS_Analysis

A formulation that integrates all the associated template modules and represents the information structure of DSE processes

A sub-template that integrates all the associated modules and represents the information structure for a specific problem

A sub-template that integrates all the associated modules and represents the information structure of solution space exploration

A module that integrates all the related information of mathematical model for initial design space

A module that integrates all the related information of surrogate model and experimental design

A module that integrates all the related information of weight analysis to define a satisficing range solution to all the system goals
A module that integrates all the related information of constraint analysis to define an extra capacity of design space

AR _Analysis A module that integrates all the related information of additional requirement analysis to define a common range solution

SSE_Experiment A module that represents a set of design scenarios corresponding to the associated goal weight

DeviationResponse A module that represents a set of goal deviation corresponding to the associated design scenario

ResponseSurface A module that integrates all the related information of surrogate model using response surface methodology

Response A class represents a mathematical model for performance measures

Factor A class represents input variables corresponds to a specific process

GoalWeight A class represents the designers’ interest in the associated system goal

GoalDesponse A class represents the achieved value of the associated system goal in a specific design scenario

ConstraintResponse A class represents the achieved value of the associated constraint in a specific design scenario, including “Active Constraint” and “Inactivate

Constraint”

VariableResponse A class that represents the achieved value of the associated system variable in a specific design scenario

DesignScenario A class that represents a set of preference value corresponds to the associated design weight

FactorValue A class that represents the value of a specific factor corresponds to the associated factor level

FactorLevel A class that represents the value of a factor level identified by the designers

Preference A class that represents the value of preference corresponds to the associated system goal in a specific design scenario

SolutionPoint A class that represents the value of a point in the specific satisficing range solution

TernaryPlot A class that represents the visualizing information of desired and sensitive regions of solution space

Table 2
Data slots of DSE process template ontology.

Class Definition Type

lowest_SSE The value of the lowest sum of squares error (highest R?) used to be fitting the regression model of response Float

factorVaule The value of a specific factor corresponds to the associated factor level, and it is used in simulations of DoE Float

dataPoint A set of goal deviation values associated a specific system goal, and it used to generate the ternary plot Float

resluts_of SSE A set of values (system variables and goals) for solution points that satisfy all the design requirements and goals Float

extraCapactiy A value of standard deviation that is added to the active constraints with zero or limited capacity Float

achievedValue A value that can be achieved in response to the result of minimizing the deviation function Float

preferenceValue A set of preference values for a specific design scenario and experiment of solution space exploration Float

acceptableValue A value of the minimum target for requirements that can be accepted or approved Float

deviationValue A set of response values that is a normalized treatment to generate the ternary plot Float

weightRange The range value of weight for an associated goal which satisfies all the system goals Interval

simulationPrograms The (path of) code execution that is used to run the simulation programs of designed experiments String

modelMatrix The (path of) model matrix that represents the treatment combinations corresponding to the type of DoE String

typesOfFittingModel The types of fitting model that represents a regression meta-model Symbol

validationRSM The verification results of response surface model String

Table 3

Object slots of DSE process template ontology.
Class Definition Type
hasPM Specifies the PM_Template instance of DSE_Template Instance
hasPSA Specifies the PSA_Template instance of DSE_Template Instance
is_Solved Specifies the cDSP_Template instance of DSE_Template Instance
hasSM Specifies the SurrogateModel instance of PM_Template Instance
hasTEM Specifies the TheoreticalEmpiricalModel instance of PM_Template Instance
hasFactor Specifies the Factor instance of ResponseSurface Instance
hasResponse Specifies the Response instance of ResponseSurface Instance
functionOf Specifies the Factor instance of Response Instance
associatedFactor Specifies the Factor instance of FactorValue Instance
toFactorLevel Specifies the FactorLevel instance of FactorValue Instance
hasWSA Specifies the WS_Analysis instance of PSA_Template Instance
hasCSA Specifies the CS_Analysis instance of PSA_Template Instance
hasARA Specifies the AR Analysis instance of PSA_Template Instance
constraintResponse Specifies the ConstraintResponse instance of CS Analysis Instance
associatedVariable Specifies the Variable instance of AR Analysis and SolutionPoint Instance
associatedGoal Specifies the Goal instance of TernaryPlot, GoalDeviation, GoalWeight, and SolutionPoint Instance
associatedConstraint Specifies the Constraint instance of AR Analysis and ConstraintResponse Instance
associatedWeight Specifies the GoalWeight instance of Preference Instance
toScenario Specifies the DesignScenario instance Instance
preferenceValue Specifies the Preference instance of DesignScenario Instance
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Fig. 7. Instantiation procedure of the DSE process template.

experiment of solution space exploration (SSE_Experiment), and the
output Slots are TernaryPlot and DeviationResponse sub-modules
used to bring insight for the designer in decision-making. At the
beginning of post-solution analysis, the DesignScenario Instance
with the populated slots Preference of GoalWeight Instances is
created and embedded into each SSE Experiment Instance. The
results of the c¢DSP template are captured by the instances of
Classes GoalResponse, VariableResponse, and ConstraintResponse.
Meanwhile, these various types of response instances are populated
into the DeviationResponse Instance. The Instance of color
TernaryPlot for each system goal is created by using the results of
associated goal deviation response and populated into the WSA
module, then based on these ternary plots, a common region that
satisfies all the system goals is generated by the formation of the
superimposed ternary plot.

In some special problem cases, for example, no common region in
the initial design solution space, the designer needs to carry out a de-
tailed post-solution analysis to increase the understanding of the design
response and the confidence in the prediction. Therefore, the
Instances of CSA module and ARA module are created to capture the
re-usability of information in the design space adjustment for a sa-
tisfying range. In the CSA module, the extra capacity of design space is
identified to adjust the active constraints. While, in the ARA module,
the variables/constraints are further analyzed as an additional re-
quirement for the system goals, and the TernaryPlot Instance for each
variable/constraint is created by using the results of associated vari-
able/constraint deviation response. All the information from WSA, CSA,
and ARA modules that are embedded into PSA template instance con-
tributes to determining the desired solutions from which some specific
SolutionPoint Instances are selected to support the designer to iden-
tify the design set points.

According to the scenarios defined in Section 3.3, the modified in-
formation based on the deviation response can be documented by the
different instance versions. Such as, the target for requirements that can
be accepted or approved, the acceptable value is modified based on the
designer’s experience knowledge or preference to get a satisficing
common region. The adjusted acceptable value is captured by the dif-
ferent versions of the TernaryPlot Instance, which is embedded into
the corresponding WSA, CSA, and ARA modules.

5. Test example

In this section, the utility of DSE process template ontology is

illustrated via the design problem of an automotive gear manufacturing
process - a complex system design that calls for a series of decisions to
be made. As a key transmission element of automotive, gear is made of
various grades of carburized steels. Due to the increasing demand for
lightweight in the automotive sector, steel manufacturers urgently re-
quire the rapid development of newer grades of advanced high strength
steels in response to the competition from other materials, especially
some emerging materials with performance. Some model-based
methods for the realization of engineered materials, products, and as-
sociated manufacturing processes are presented to couple the material
processing-structure-property-performance spaces [44]. The manu-
facturing processes of automotive gear involve several different stages,
in this paper, we primarily focus on the hot rod rolling process stage.

5.1. Designing of hot rod rolling (HRR) process chain

The products of steel manufacture processes include rod, bar, sheet,
which involve a series of unit operations like continuous casting, re-
heating, rolling, cooling, etc. Nellippallil et al. [16] define vertical and
horizontal integration for hot rod rolling process chain problem and
showecase the information flows in Fig. 8. For horizontal integration, it
means the integration of different unit operations having sequential

H =
] BounA:!a_l'y efined

1
3 i
y > # yi= o
e, 1
N & e 1 o 1
P 1 s = :
[ PROCESSING MODULE + MIC.pSI’RUCfURE MODULE ] [ 'MECH-PROPERTY MODULE ]l
T z y 1
1 ! -END !
CASTER  —» REHEATING —» ROLLNG ~ —»y COOLING  —» :ORCD)DLEICT : 1
Al A8 ) _J
T By eyl ey el
| L 2 S i
| 4R, 1 1
: : Hot : Time- : Yield
st th
: 1 1 | Crransformation.) | 1 _—
1 |'5 { 1 1 I
A 4 L (2 1
E= 1
© Recrystallization | | 1 Tensile
E-? 1 Simulataneous 1 strength
2 ! 1| Transformation |1
= : (Ferrite, :
S Flow stress 1 Pearlite, 1
B 1 Martensite) 1 Hardness
1 1
g ! | i
. 1 1
Grain growth : Banding : R
‘V/ 1 1
v 1 ¥ 1 ¥
1 1
1 1
_I —I

Fig. 8. Integration of models with information flow in hot rod rolling process
chain [16].
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Fig. 9. Instances of the PM template embedded in DSE process template.

information flows (material) to produce the final product. There needs
some information in detail regarding the individual processes hap-
pening at different length scales for each unit operation to achieve
horizontal integration. It is achieved by carrying out modeling of ma-
terial behaviors at different scales within a unit operation and in-
tegrating the information generated. This is defined as the vertical in-
tegration of models within a unit process/operation. Vertical
integration allows the designer identify the information to be commu-
nicated from one unit operations to next thereby allowing to achieve
the horizontal integration of the entire manufacturing process chain.
The vertical and horizontal integration of models further allows the
designer to carry out the integrated decision-based design exploration
of the manufacturing process chain to realize the end product.

In the hot rod rolling process, the designer has to deal with large
amount information (e.g., process parameters, constraints, bounds, etc)
that raises the complexity of designing. Hence the requirement of de-
fining a boundary and framing the right problem is critical. The de-
signer has to precisely control the process variables to obtain the de-
sired mechanical properties and microstructure for the rod and to
achieve this model coupling at different scales is required. To illustrate
the re-usability of information during the design space exploration
processes using the DSE process template, we are framing a boundary
within the problem defined by Nellippallil et al. [16]. Our focus in this
work is to demonstrate how a designer can capture, represent, and
document re-usable information using the hot rod rolling problem and
thereby support the process designers to make decisions by considering
robustness in design.

5.2. Populating a basic DSE process template Instance

According to the procedure for DSE mentioned in Section 3.2 and
the instantiation approach for DSE process template mentioned in
Section 4.2, a basic DSE process template instance is created, and the
populated sub-templates for problem model and post-solution analysis
are illustrated by using the cooling module process stage of hot rod
rolling problem.

5.2.1. Create and populate process template for problem model

The purposes of the problem model template are to allow the de-
signer to determine the initial design space and then providing a
combination of design information as the inputs for the cDSP model. In
other words, the process designer needs to initially determine the basic
elements of the design space when he creates the exploration processes.
We showcase the same using Fig. 9. For the hot rod rolling process
chain problem addressed in this paper, see the embedded Instance
“ProblemModel-1” presented in the window “©” of Fig. 9. The inputs to
the problem module are the chemical composition (e.g., the carbon
concentration [C], the manganese concentration after rolling [Mn]),
final austenite grain size after rolling (D), the cooling conditions, i.e.,
cooling rate (CR). The outputs are the mechanical properties of end
product, i.e., yield strength (YS), tensile strength (7S), and hardness
(HV) for the rod, which dependent on the final microstructure after
cooling like the ferrite grain size after cooling (FGS, D,), the phase
fractions of ferrite (X;) and pearlite (1-X}), the pearlite interlamellar
spacing (S,) and the composition variables like silicon ([Si]), nitrogen
([ND, phosphorous (P), manganese ([Mn]).

According to the boundary within the problem described in Section
5.1, the problem of cooling module and property module in HRR is
addressed via two compromise Decision Support Problem (cDSP)
mathematical constructs based on the design set points of the steel
manufacture processes. Therefore, the process designer populates two
theoretical and empirical model (TEM) modules for providing a com-
bination of design information as the inputs for the cDSP models, i.e.,
“TEM-1” and “TEM-2”. As shown in Fig. 9, the design information that
constitutes the module includes: “system goal,” “constraint,” “system
variable,” “design parameter,” and “existing knowledge” about the
available functional relationships. The detailed of these information
instances are given in [16]. For example, the “TSM-1” embedded in the
Instance “ProblemModel-1” is presented in the window “®” of Fig. 9.

In the hot rod rolling problem addressed, there is a need to design
an experiment for predicting the transformations of the austenite phase.
Depending on the cooling criteria, the phase transformations that
happens during cooling after hot working converts the austenite phase
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Fig. 10. Instance of the RSM model.

to different steel phases like allotriomorphic ferrite, pearlite,
widmanstétten ferrite, bainite, and martensite, etc. [45]. There is a
requirement to predict these transformed phases to manage the banding
phenomena that happens in the microstructure. A meta-modeling ap-
proach is used to develop surrogate models for the different phases of
steel that is transformed, as shown the window “®” in Fig. 9. In this
case, we assume that the transformations of austenite only happen to
ferrite and pearlite phases. In the window “®” of Fig. 10, a three-level
fractional factorial design is carried out to develop response surface
models for the transformation of austenite to ferrite and pearlite via the
embedded Instance of “RSM-1”. Four factors are identified for the
design of experiments to develop the responses for the phases since
their huge influence on austenite transformations and the formation of
banded microstructures [46]. The factor values corresponding to the
relevant factor levels for the simulations are identified, see the window
“@” of Fig. 10. The simulation runs are performed using simulation
programs to obtain the input-output correlations so that the cDSP for
the problem can be formulated based on the specific problem. For ex-
ample, in the problem addressed in [43], the simulation program used
is the finite element software ABAQUS in which a finite element model
for hot rod rolling is developed to predict the oval to round geometry
conversion during rolling. Here, we carry out the experimental runs to
predict the steel phases using the ‘STRUCTURE’ program based on the
data and tools available in [45]. The input and output data sets are used
to estimate the parameter values of the meta-model using least squares.
Typically, a regression meta-model belongs to one of the three classes:
(1) main effects model (a first-order polynomial), (2) main ef-
fects + interaction effects (a first-order polynomial augmented with
two-factor interactions), (3) quadratic model with quantitative factors
(a second order polynomial including purely quadratic). In the window
“®” of Fig. 10, the regression model developed for fraction pearlite X,
with the lowest sum of squares error R* value of 0.99 is given, and it is
generated by fitting a second order polynomial type function.

5.2.2. Create and populate template for post solution analysis

Based on the given combination of design information that is gen-
erated from the specific problem model shown in Fig. 9, two cDSP
templates are formulated, which are used to find the values of the de-
sign variables that satisfy a set of conflicting goals, such as minimizing
D,, S, for the microstructure space after cooling and maximizing YS, TS
for the end mechanical properties of rod. The detailed information of
the c¢DSP formulations are available in [16], and the description on
creating and populating the cDSP template is illustrated in [29]. In this
paper, we focus on the keeping flexibility in identifying design solutions
under uncertainty, and the process designer still needs to exploring
various design preferences to guarantee a “satisficing range” solution
and trade-off the conflicting multiple objectives. The information of
sensitivity analysis and deviation response in the exploration process is
captured via the Slots of PSA_Template.

In Fig. 11, the weight sensitivity analysis is carried out first to obtain
the desired solutions that satisfy high priority goals. Here, the deviation
function is identified as Archimedean formulation so that the process
designer can explore as many scenarios as possible by assigning various
combinations of weights to the associated system goals. In this case, the
process designer creates four types of exploration experiments that are
captured by the Slots “Input” in “WeightSensitivityAnalysis-1” (see
the window “©@” in Fig. 11) for the “cDSP_Template-1”. It is used to
determine the microstructure factors after rolling and operating set
points for cooling that satisfies the requirements identified (i.e., system
goals D,, X;, and S, are defined by system variables CR, D, [C], and
[Mn]).

As shown in Fig. 12, design scenarios 1-4 in “Experiment-1” is a
situation where the designer’s interest is to achieve the target of one of
the system goals (S1, S2, and S3) or gives equal preference to all the
goals considered (S4). The design scenarios 5-7 are in “Experiment-2”
where two goals are given equal preference, while the third goal is not
given any preference. The design scenarios 8-13 are in “Experiment-3”
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Fig. 12. Experiment scenarios for solution space exploration.

where the designer gives greater preference to one goal, a lesser pre-
ference to the second goal and zero preference to the third goal; design
scenarios 14-19 are in “Experiment-4” where all the goals are given
preferences with two of them being the same preference. The pre-
ference value for each goal weight in design scenario is captured, see
the window “®” in Fig. 11.

The cDSP template formulated is exercised for different design
scenarios by running the tool DSIDES. The ¢cDSP models are executed
which is used to minimize the deviation function and offer the corre-
sponding values of system variables. Then, the deviation variables of
system goals which represent the degree by which achieved value is off
the target are captured in the window “®” of Fig. 11. Ternary plots for
each goal are generated to visualize and explore the solution space
based on those sets of deviation variables. Such as the solution space for
“G1” (minimizing ferrite grain size D,) is shown in Fig. 11, the process
designer can find the minimum achieved value of D, using the current
configuration information of cDSP template is 10.06 um, which satisfies
the acceptable value from the existing empirical knowledge 15 um. We
can see the contour region identified by the red dashed lines satisfy the

design requirements for “G1”. The similar ternary plots for all the
system goals are populated in the Slots “Output” of Instance
“WeightSensitivityAnalysis-1”. Based on those data of design sets, all
the goals in one superimposed plot is created to identify a common
region that meets all the goals and adds confidence to the designer's
decision-making, as shown the pink area in the window “®” of Fig. 11.
Meanwhile, the weight ranges associated with the common region are
also defined and, any combination of those weights that sums up to one
guarantee a desired solution for the designer. To increase the designer's
understanding of the solution space, the bar chart that represents the
comparison of goal deviation within different design scenarios is cre-
ated. In this bar chart formed, the shorter bar indicates a better design
point/solution as the solution’s deviation from the target defined is less
in that situation. By observing and analyzing the superimposed region
for the problem discussed, it is possible to predict that some satisfactory
solution points may occur in the following design scenarios: S6, S10,
S11, S16, and S18. The process designer only needs to carry out design
trade-offs based on the specific requirements and select the final design
among those satisfactory solution points.

To further explain this process, we pick seven points to fully com-
pare the good and bad of solutions within the different scenarios both
from the common region identified, boundary, and outside, as shown in
Fig. 13. The information of design points is populated in the Slots
“Results_SSE” (results of solution space exploration) of Instance
“PostSolutionAnalysis-1”. The detailed results of the selected points are
listed in Table 4.

In Table 4, we observe that solution points A, B, and C satisfy the
associated goals respectively, i.e., minimum ferrite grain size (D,),
maximum ferrite fractions (X;), and minimum pearlite interlamellar
spacing (Sp). Compared to other design points E, F, and G, the point D
that lies in the common region identified and corresponds to design
scenarios S16 satisfies all the conflicting goals in the best possible
manner. Thus, the point D is selected as the recommended solution to
the subsequent process stage. This information will be passed to next
cDSP models formulated for subsequent manufacturing operations
thereby achieving the horizontal integration of manufacturing process
chain.

5.3. Populating a special DSE process template Instance

In Section 5.2, a basic DSE process template instance is created by
instantiating the PM template and the PSA template, and the re-
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Table 4
Comparison results for the selected points.
Sol. Pt Dy X5 So, im  CR, K/min D, um [C], % [Mn], %
A 12.5 0.684  0.149 11 30 0.19 1.02
B 10.06  0.681 0.176 99.9 30 0.18 0.7
C 19.9 0.714 0.182 11 74.2 0.18 0.7
D 10.74 0.681 0.151 44.4 30 0.18 0.94
E 10.33  0.673  0.151 70.3 30 0.18 0.93
F 10.33  0.673  0.151 70.1 30 0.18 0.93
G 11.05 0.687 0.151 33.06 30 0.18 0.95

usability information of design space exploration for the cooling
module in HRR is populated. In that case, there exists a common region
that satisfies all the goals simultaneously in the processes of post-so-
lution analysis. The process designer has sufficient confidence to
identify the design set points from the desired solutions identified for
cooling that meet the target microstructure requirements defined. In
this section, another case that here there doesn't any exists a common
region is discussed via instantiating a special DSE process template.

In the HRR problem defined in Section 5.1, the subsequent process
stage after microstructure correlation calculation (cooling module) is
the property module for predicting the mechanical properties. Here the
mechanical property system goals for the rod (end product) are iden-
tified as yield strength (YS), tensile strength (TS), and hardness (HV),
the theoretical and empirical models of property module (TEM-2 In-
stance) is populated into the PM template instance as shown in Fig. 9,
which allows the designer/user to determine the design elements (e.g.,
goal, constraint, variable) and the mathematical models involved in the
c¢DSP model (cDSP_Template-2 Instance) that is used to solve the
property module above. Similar to the exploration processes explained
in the previous section, the basic module of PSA template “Weight-
SensitivityAnalysis-2” Instance is created, and its output Slots are
populated based on the results of ¢cDSP_ Template-2 Instance by
carrying out the experiment scenarios for solution space exploration
(see Table 4). According to the ternary plots for each system goal
(mechanical properties of the rod) created by using the results of as-
sociated goal deviation response, a superimposed ternary plot is gen-
erated to support the designer to determine the desired solution region
that satisfies the requirements, as shown in Fig. 14.

In the superimposed ternary plot, the blue contour region identified
by the blue dashed lines satisfies the system goal - 1 of maximizing yield
strength and the maximum yield strength achieved is 320.6 MPa when

175

Advanced Engineering Informatics 36 (2018) 163-177

0 02 04 06 08 1
Weight on Tensile Strength

Fig. 14. Superimposed ternary plot.

the weight assigned to yield strength goal is 1.0. The pink contour re-
gion identified by the orange and green dashed lines simultaneously
satisfy the system goals of maximizing tensile strength and hardness.
The target values of tensile strength and hardness are achieved when
the weight of their associated goals tends to 1. The maximum value
achieved value for tensile strength is 750 MPa and for hardness is 170.
In Fig. 14, we observe that there does not exist a common region that
satisfies all the system goals even if the designer adjusts the acceptable
value of the target. In this situation, the process designer has to consider
some additional requirements for adjusting the initial design space and
use the information associated to make a design decision. The in-
formation associated with system variables and constraints associated
with the problem under study, when incorporated into the solution
space exploration scheme along with the system goals will/could pro-
vide the designer with information that can then be used to make a
design decision in such situations. We explain the same for the HRR
problem in the following section.

In the HRR problem, other important design requirements affect the
mechanical properties of the product, such as the material’s impact
toughness and the banded microstructure after cooling. As a measure’s
impact toughness, the impact transition temperature (ITT) denotes the
boundary between brittle and ductile failure when subjected to impact
loads, and it is identified as a constraint in the initial design space.
Meanwhile, the management of banded microstructure after cooling is
studied by considering the ferrite fraction (X;), and pearlite fraction
(So) obtained after cooling, are identified as system variables in the
“TEM-2” instance and a system goal in the previous process stage (i.e.,
cooling module), respectively. In the post-solution analysis for me-
chanical properties module, the Slot of additional requirement ana-
lysis needs to be populated after the instantiation of
“WeightSensitivityAnalysis-2”. In Fig. 15, the “AdditionalRequir-
ementAnalysis-2” Instance is created based on the deviation re-
sponses for the system variable (ferrite fraction) and the constraint
(impact transition temperature) identified for this problem. The ternary
plots for the achieved solution space for the constraint (impact transi-
tion temperature (ITT)) and the system variable (ferrite fraction (X))
with respect to the change in weights assigned to the system goals
defined by yield strength (YS), tensile strength (T'S), and hardness (HV')
are shown in the window “®” of Fig. 15.

In the constraint solution space, the contour region identified by the
red dashed lines are where the impact transition temperature is
minimum, the red dashed line corresponds to an ITT of 0°C. In the
variable solution space, the gray and white dashed lines define the
contour regions of higher ferrite fractions and higher pearlite fractions,
and the intermediate region is the highly banded microstructure having
both ferrite and pearlite. Comparing both the plots we observe that the
achieved value of increases (65-100°C) as the pearlite fraction
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Fig. 15. Instance of PSA template for mechanical properties module.

increases which is not at all acceptable in practice design. Thus, we
define a green dashed line that corresponds to an ITT of 65 °C. Here, the
wish is to achieve a minimum value of and a maximum value of ferrite
fraction thereby managing the banding of the microstructure. All these
additional requirements and system goals are identified in the super-
imposed ternary plot (shown the window “@” in Fig. 15) to support the
process designer in carrying out trade-off and thus make a decision. The
pink contour region with high ferrite fraction is identified in a com-
promised manner. In this region, both yield strength and impact tran-
sition temperature requirements are met while compromising on the
requirements on tensile strength and hardness. Again, some special
design points are selected to further illustrate this process, see the
window “®” in Fig. 15. Finally, the solution point B having the highest
ferrite fraction and maximum yield strength is recommended as the
solution of interest.

5.4. Summary and discussion

Using the cooling module and the mechanical properties module
identified in HRR process chain, we instantiate a DSE process template
by populating the re-usability of information in the design space ex-
ploration processes. According to the DSE process template construct,
the PM template for HRR problem is created and provides a combina-
tion of design information as the inputs for the cDSP template, which is
used to minimize deviation function for satisfying a set of conflicting
goals. The PSA template is also created and populated via the ex-
ploration processes of design preference in different experiment sce-
narios to keep the flexibility and robustness of each process stage. As a
basic module of PSA template, the WSA instance is populated and
supports the designer to determine the desired solution region.
Meanwhile, to increase the designer’s confidence, the modules CSA and
ARA also need to be created based on the specific problem identified.
Meanwhile, it should be noted that the ontology enables reusability via
the assembly of the “breadboard” and the “chips” as well as in-
dependent the “breadboard” and the “chips” due to the module con-
struct during the instantiating of DSE process template. It maps to the
three reuse scenarios of DSE process template presented in Section 3.4.

Since the engineering design problems always include rigid con-
straints and bounds on the system variables, most of the decisions that
are quantified using analysis-based “hard” and insight-based “soft” in-
formation can be modeled as a multiobjective, nonlinear optimization
problem. Instead of the traditional “goal programming” to indicate the
search for an “optimal”, we prefer to suggest a designer find “satisfying”
solutions, which facilitates a broader design space exploration and

maintaining design freedom. We assert that it is possible, based on the
qualitative relationship (i.e., the qualitative ratio of hard-to-soft in-
formation) to define any of the processes in design. The limitation is
that at the beginning of the design (e.g., the conceptual design), that is,
the quantitative ratio is very small, the designers have to rely on their
judgment and experience. Thus some heuristic-based conceptual design
approaches have been presented to facilitate exploration of product
design concepts. However, the selection decisions of concepts can also
be converted into the cDSP construct and implemented the design space
exploration, if the attributes of the design concept are quantified ef-
fectively.

6. Closure

Model-based realization of complex engineered systems involves
managing information associated with models that are typically in-
complete, inaccurate and not of equal fidelity. Designing such systems,
therefore, demands the designers to carry out rapid and systematic
exploration of design space to identify solutions that are relatively in-
sensitive to the uncertainties associated. To address this requirement,
we propose in this paper, the ontology for design space exploration and
a template-based ontological method that supports systematic design
space exploration in the model-based realization of complex engineered
systems.

In the proposed method, we demonstrate the computational for-
mulation and execution of the processes of Design Space Exploration
(DSE). The systematic exploration of design space involves a procedure
for DSE, design space adjustment, and a DSE template scheme. The DSE
process template and the method proposed helps a designer in de-
termining the right combination of design information that meets the
different goals and requirements set for a process chain, and also adjust
the design space to achieve solutions that are robust and flexible en-
ough to manage any risk of error propagation in continuous multi-stage
design. Using the ontology developed and the proposed method, a de-
signer is able to (1) systematically adjust the design space in due time to
manage the risks of errors accumulating and propagating during the
design of different stages of a process chain, (2) improve the ability to
communicate and understand the interactions between design in-
formation in the process chain.

We demonstrate the efficacy of DSE process template ontology by
carrying out the decision-based design of a multi-stage hot rod rolling
system in a steel manufacturing process chain. Using this industry-in-
spired example problem, we illustrate the utility of ternary plot feature
in Post-Solution Analysis (PSA) template to explore the design space.
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The microstructure space solutions that satisfy the conflicting me-
chanical property goals in the best possible manner for the rod pro-
duced are identified by carrying out design trade-offs. The template-
based ontological method for design space exploration facilitates the
understanding and prediction of process behavior in design via ex-
tending designer’s abilities and supporting them to make decisions with
the features of robustness, flexibility, and modifiability, particularly in
the early stages of design.
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