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This report will outline the results of my work developing the cluster over the Spring Semester 2007. At the beginning of the year I, and several other group members, attended the Florida International Grid School in Miami to learn how to implement the OSG software on the cluster. Upon our return, we successfully installed and configured the software and verified our site with the OSG Integration Test Bed, becoming a green dot on the VORS and MonALISA grid monitoring systems. The details of our installation were documented in detail.


We placed an order for a 5000VA Uninterruptible Power Supply and an additional APW brand rack for cluster hardware. We also searched for a high-end frontend and NAS server, and high-end compute nodes, and ended up purchasing all of these from Silicon Mechanics due to their great value and customer service. The hardware configuration is as follows:

Frontend – R266 Chassis

2x Quad Core Xeon 2.33GHz

8GB RAM

4x 250GB Hard Drives in RAID5+Spare (500GB usable)

NAS – R276 Chassis
1x Quad Core Xeon 2.33GHz

4GB RAM

16x 750GB Hard Drives in RAID6 (9.8TB usable)

RAID6 was finally chosen for additional data security. It features the ability to survive two drive failures, even while rebuilding the array. However, some write-performance is sacrificed.

I intend to configure the large storage partition with an XFS filesystem.

Nodes – R256 Chassis
2x Quad Core Xeon 2.33GHz

16GB RAM

Chosen for 2GB of RAM per core – an ideal configuration for processing CMS data.

All the equipment was received and verified to work with current hardware. Several Geant4 jobs were run on the new compute node and all completed up to four times faster than on the old P3 machines.

Near the end of the semester, we moved all cluster equipment to the Experimental Hall (High Bay) due to the expected high noise level and heat load of the new compute nodes.

The cluster will be completed in the high bay, and a total of 20 new high-end nodes have been ordered with the remainder of the budget (~$2500 each).

We also purchased extra power supplies, hard drives, and fans for the critical equipment (Frontend and NAS), as well as 52 additional Ethernet cables and three 20-amp power strips.

I have started working on installing rocks (upgraded to 4.3) on the new frontend, and have run into some problems inserting new nodes. The system fails to assign the correct network information to installed nodes, causing them to boot with no hostname or network configuration. I have been unable to resolve this yet, but I managed to manually insert the information into the node and cluster database, causing the network connection to be detected. This leads me to believe that the problem is not with the hardware, but with how rocks is inserting nodes. I attempted this process with the Rocks 5.0 Beta and ran into a different network-related problem. As far as I can tell, the node is configured correctly, but it claims that there is an IP address conflict – which is impossible since it is the only other device on the network. I intend to install the release version of rocks 5.0 when it is released on the 30th of April and fix these issues. 

I will bring the new Frontend onto the school network once Condor is configured correctly and verified to accept our jobs. Until then, the old Frontend will stay online.
