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Foreword E il e en Claus sen , Presi d ent , Pew Cent er on Glob al Climate Chan g e

This re p o rt elaborates on four issues — technological innovation, the behavior of firms, interg e n-

erational equity, and climate “surprises” — that have profound implications for the modelers and makers

of climate policy. Computer models that integrate climate science, policy, and economic re s e a rch have

become essential to climate change policy discussions. These “integrated assessment” (IA) models are

e x t remely useful for several reasons: they assess specific climate change policies, coordinate the multiple

issues in a systematic framework, and provide an analytical method for comparing climate policies to

o t h e r, non-climate related policies. However, most IA is based largely on economic theories whose simpli-

fications are not always applicable to climate change policy. This paper examines four kinds of assump-

tions that underlie most IA models, and shows how diff e rent approaches more in line with the latest

re s e a rch might change our view of the economics of the climate pro b l e m .

The first paper, by Alan Sanstad, focuses on technological innovation and its treatment in IA

models. Most models do not incorporate a realistic assessment of how market forces drive innovation.

While innovation would clearly lower the costs of addressing climate change, many modelers focus on the

o p p o rt u n i t y cost of encouraging technological pro g ress on climate-friendly technology. The fear is that 

c l i m a t e - related R&D will “crowd out” other kinds of R&D. Sanstad’s work examines this question, taking

into account that the economy systematically underinvests in R&D, and shows that policies promoting 

c l i m a t e - related R&D may simultaneously encourage, not discourage, R&D in other sectors. 

The second paper, by Stephen DeCanio, discusses how IA models characterize the behavior of

f i rms by assuming they do no more than maximize profits, and that they always succeed perfectly in

doing so. This often leads to misunderstandings about: (1) how firms innovate, and (2) the trade-off s

f i rms must make between environmental and economic perf o rmance. DeCanio’s model describes firms as

i n f o rmation networks with multiple objectives, which leads to a more complete picture of how firms inno-

vate. The model also shows that both superior economic and environmental perf o rmance can be achieved

t h rough technological and organizational innovation. 
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The third paper, by Richard Howarth, addresses how future generations are depicted in most IA

models.  Models typically use a single, simple discount rate to make intertemporal comparisons for any-

w h e re from 50 years to sometimes 300 years into the future. But over very long periods of time, these

comparisons involve diff e rent generations of people. Howarth accounts for these diff e rences using the so-

called “overlapping generations” models — a model that incorporates the detail of IA models while pro-

viding a more realistic assessment of each generation’s spending and savings behavior. This work

indicates that policies inclined towards climate stabilization provide an “insurance” policy that pro t e c t s

f u t u re generations against potentially catastrophic costs. Even if damage costs turn out to be moderate,

H o w a rth finds, emissions control is still consistent with maintaining long-term economic well-being. 

Stephen Schneider and Starley Thompson, in the final paper, provide a new model to explore the

causes and consequences of one major type of “climate surprise” — the collapse of the “conveyor belt”

c i rculation of the North Atlantic Ocean. Climate “surprises” are the low-probability but high-consequence

scenarios driving much of the international concern about climate change. Curre n t l y, most IA models

assume the climate responds slowly and pre d i c t a b l y. The authors find IA models that ignore the implica-

tions of rapid, non-linear climatic changes or surprises are likely to overestimate the capacity of humans

to adapt to climatic change and underestimate the optimal control rate for GHG emissions. The conclu-

sion is that it is critical that the full range of plausible climatic states become part of IA policy analysis. 

This re p o rt is the latest in the Pew Center’s economics series. As with the rest of the series,

these re p o rts will help to demystify the models and explain what type of questions they can (and cannot)

a n s w e r. But whereas until now we have focused on what has been done in the past, we now begin to

focus on what needs to be done in the future. This re p o rt includes four critiques of the assumptions

underlying IA, and suggests ways in which new and improved models could provide greater insights into

what policies would be most efficient and effective in reducing greenhouse gas emissions: 

• IA models that more accurately portray innovation will help policy-makers answer questions

such as the following:  Should the government subsidize climate-friendly R&D?  Will incre a s i n g

carbon prices alone drive sufficient innovation to solve the GHG problem?  How should we time

and phase emission reductions to take maximal advantage of technological pro g ress? 
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• IA models that more realistically portray businesses will make it clear that the challenge for 

policy-makers is to find ways to encourage businesses to innovate in multiple dimensions to 

meet multiple objectives. 

• IA models that take into account the standpoint of future generations will enable policy-makers

to explicitly consider the implications of policy for equity as well as eff i c i e n c y. 

• IA models that can explore the causes and consequences of “climate surprises” will help p o l i c y-

makers to understand the implications of speeding up or slowing down the rate of gre e n h o u s e

gas buildup, which may turn out to be as important as the size of the buildup.

Earlier versions of the papers in this re p o rt were first presented during the Pew Center’s July

1999 economics workshop, which convened leading experts to discuss potential improvements to curre n t

IA modeling methods. The insights of participants in that workshop were invaluable. 

This re p o rt benefited greatly from the comments and input from several individuals. The Pew

Center and authors would like to thank Kenneth Arro w, Larry Goulder, Robert Lind, Klaus Hasselman, and

B ruce Haddad. Special thanks are also due to Ev Ehrlich and Judi Greenwald for serving as consultants

on this pro j e c t .
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I. Introduction

Our kn owledge of the gl ob al cl i m ate syst em , and of how hum an actions

m ay be chan ging it, is the pro duct of a large and exp an ding body of sc i ent if i c

rese arch . Translation of this knowledge into policies for dealing with the possibility of global climate

change, however, has been largely carried out using the concepts and methods of economics. Unique

among the social sciences, modern economics provides a set of powerful analytical and computational

tools that support quantitative modeling of economy- and society-wide policies over the long run. The for-

midable challenges posed by the complexity of climate policy have made economic modeling an especially

attractive means of organizing and applying a range of scientific, economic, and social re s e a rch to analyz-

ing how we should respond to the threat of climate change.

In practice, such analysis is typically carried out through the construction and application of

l a rge-scale computer models that combine scientific and economic theories and data into unified quanti-

tative frameworks. These “integrated assessment” models have emerged as decision-makers’ primary tool

for quantitative climate policy analysis.

In keeping with their origins, integrated assessment models (IAMs) are commonly built on the

principles of what is often re f e rred to as “standard” or “conventional” economic theory. The papers in

this volume deal with four of the key assumptions underlying this theory as it has typically been applied

to climate economics and integrated assessment. The first assumption is that technological change —

i n c reases in outputs of goods and services without increases in productive inputs — originates outside of

the economy itself; in other words, technological pro g ress is “exogenous” with respect to the market

e c o n o m y. The second is rational behavior on the part of consumers and firms. Colloquially, this is usually

thought to mean no more than “enlightened self interest.” In the theory and its applications, however,

“rationality” is a considerably stronger assumption. It means complete optimization by economic agents

over all possibilities open to them in the choice of commodities and actions: nothing is ignored or misun-

derstood, and no mistakes are made. The third assumption is that economic rationality takes into account
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all future as well as present possibilities: agents have perfect foresight infinitely far into the future. In

practice, this assumption is re p resented by an infinitely-lived decision-maker, a re p resentative consumer,

or a social planner, who optimizes over a completely foreseen infinite horizon.

The final assumption has to do with the re p resentation of the “externalities” or deleterious eff e c t s

that could arise from climate change. The common approach in integrated assessment is to re p resent cli-

m a t e - related externalities as a function of the total stock of greenhouse gases (GHGs) in the atmosphere. 

A key conclusion of this method is that the climate problem is fundamentally “slow-moving,” and that even

“ l a rge” anthropogenic emissions constitute only “small” additions to the global GHG stock at any given

time, so the total stock changes slowly relative to the time-scales on which policies are usually form u l a t e d .

These assumptions — exogenous technological change, rational behavior, the infinitely-lived

agent, and the basic stock externality model of GHGs — are fundamental design principles underlying

s t a n d a rd climate economics and almost all integrated models. The papers here re p o rt on the results of

re s e a rch in which these fundamental elements are altered and the resulting implications for climate poli-

cy modeling are analyzed. The first paper, by Alan Sanstad, considers the consequences of re c o g n i z i n g

that technological change is not typically “exogenous” but rather is strongly influenced by market incen-

tives. In the second paper, Stephen DeCanio explores what happens when the basic rationality assump-

tion as it applies to firms is replaced by a model in which firms are viewed as complex communication

networks that do not engage in the fully-informed, optimal decision-making posited in the neoclassical

model. In the third paper, by Richard Howarth, the infinitely-lived decision-maker is replaced by a series

of distinct demographic generations. In the concluding paper, Stephen Schneider and Starley Thompson

describe a model that can display abrupt, non-linear changes in the ocean-atmosphere system as a re s u l t

of increased carbon dioxide (CO2) concentrations. These particular ideas constitute a sampling, in eff e c t ,

of important recent developments in economics and climate science that warrant application to climate

policy and integrated assessment modeling. The aim is to indicate several directions in which integrated

assessment can and should develop in order to better enable policy-makers and citizens to grapple with

the daunting risks and challenges posed by global climate change. The sections below provide a brief

i n t roduction to these topics.
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A. Endogenous Technological Change

T he st an d ard models rule out the pos sib il i ty of entrepreneur i al

resp onses to cl i m ate pol i cy — the new inn ov at i on aimed at carb on re duc t i ons

that would ar ise in resp onse to new incent ives. This innovation would be a form of

“endogenous” technological change, in that it would occur within the economy in response to market

f o rces. This omission raises the possibility that the models as currently stru c t u red systematically overe s t i-

mate the costs of carbon abatement because they do not account for the accelerated carbon- or energ y -

saving innovation that would result from price-based carbon reduction policies.

In the past two decades, economists have made considerable strides in modeling the underlying

p rocesses of technological change and economic growth, focusing on how technical innovation arises

within a market economy in response to economic incentives. This work — the “new growth theory” or

t h e o ry of “endogenous technological change” — has been recognized as potentially significant for climate

p o l i c y, and in recent years several initial applications have appeared. Sanstad discusses the key ideas of

this theory and several of its applications to climate policy in the first paper.

As Sanstad describes, economists acknowledge (and partially confirm) the cost-saving potential

of endogenous technological change. However, they have also emphasized the losses that would arise

f rom reallocating re s o u rces such as human expertise to new carbon- or energy-saving innovation and away

f rom other applications. For example, as engineers turn their attention to energy efficiency and away fro m

other activities, there could be a slow-down of technical innovation in other sectors. Altern a t i v e l y, there

would be costs associated with training new engineers. It has been suggested that such opportunity costs

of stimulating new “climate-friendly” technical change would be sufficiently large to nearly or completely

o ffset the benefits. 

Sanstad notes, however, that the modeling of technological change as an endogenous phenome-

non is closely linked with the finding that the market system may systematically under-invest in innova-

tion. This effect results from the “public good” character of knowledge as an economic commodity: the

use of an idea by one does not preclude its use by another. The new growth theory provides tools for the

r i g o rous analysis of this phenomenon in the general equilibrium setting necessary for applications to inte-

grated assessment. Sanstad shows that, when this finding is taken into account, the opportunity cost

3
New Directions in the Economics of Climate Change  
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p roblem may be substantially mitigated. In fact, it may be the case that policies to speed up one form of

innovation would actually also speed up competing forms. These results follow from the fact that the

e c o n o m y ’s initial equilibrium may allocate too few re s o u rces to innovation overall, so that policies that

encourage a specific form of innovation may improve overall economic eff i c i e n c y. As he discusses, this

conclusion rests on the empirical question of the degree to which the new growth theory ’s prediction of

u n d e r-investment in re s e a rch and development (R&D) is borne out in practice. This question is thus a key

priority for further re s e a rch. 

B. The Theory of the Firm

Wi thin the econ om i cs commun i ty there has been a lively and long 

running deb ate on the nat ure of the firm and as sumpt i ons re g arding the

d e gree to whi ch the ty p i c al fir m’s behav i or can be chara c t er i zed as “rat i on al .”

Beginning with the work of Herbert Simon in the 1940s and 1950s, there has been a steady expansion of

t h e o retical and empirical eff o rts to open up the “black box” of the profit-seeking private sector firm to

better understand how companies actually behave in a market economy. In the second paper, DeCanio

summarizes several aspects of the modern critique of the neoclassical theory of the firm that have a 

bearing on integrated assessment issues. The questionable elements of neoclassical theory include: (1)

the assumption that firms have a unitary objective — profit maximization — rather than the multiple

objectives they are known to pursue; (2) the exclusive focus on the firm ’s selection of how much of each

a g g regate “factor of production” (land, labor, capital, materials) to employ, when these choices actually

occupy only a small portion of managers’ time and attention; (3) the assumption that technological

change arises from “exogenous” factors, independent of the activity of the firm, instead of its being in

l a rge part a product of the pro c e d u res and decisions of the firm; and (4) the premise that firms always

make optimal decisions, rather than, as in re a l i t y, searching for improvements in an environment too com-

plex to allow full optimization.

DeCanio goes on to describe modern advances in the theory of the firm from fields such as the

new institutional economics and management science, showing how these ideas could improve the tre a t-

ment of firms in integrated assessment. He describes how these alternative frameworks call into question

the conventionally assumed trade-off between environmental quality and the production of other goods.

Instead, he argues for a perspective in which these two objectives are complementary.
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DeCanio next presents results from the application of a mathematical “network” model of org a n i z a-

tional stru c t u re and evolution that contrasts sharply with the neoclassical model. The premise of the network

model is that patterns of communication and control within the firm are fundamental to understanding the

dynamics of decision-making. Accord i n g l y, the focus is on the behavior of the firm as an i n f o rmation pro -

cessing system that is capable of “learning” over time in the sense of establishing new internal patterns of

communication links. The model is explicitly economic in that it includes the costs associated with estab-

lishing and maintaining communications within the firm. This richer re p resentation makes it possible to ana-

lyze rigorously phenomena that are essentially ignored in the neoclassical framework. 

Among the most important of these phenomena is the manner in which the firm evolves in ord e r

to improve its perf o rmance on specific tasks — such as adopting a profitable technological innovation

(e.g., in energy efficiency). All else being equal, increasing the density of communication links yields an

economic gain to the firm; at the same time, however, it carries a commensurate cost. Thus, the org a n i z a-

tional stru c t u re arrived at by an evolutionary process will depend on the particular form and parameters of

the cost and re w a rd functions. As a result, there will in general be no single “optimal” internal org a n i z a-

tion for the firm that prevails under all circumstances: the result of evolutionary learning will depend on

the changeable nature of the firm ’s tasks and opportunities. In addition, the evolutionary course of a

f i rm ’s development is likely to depend on the path it takes, with multiple outcomes — having ro u g h l y

equal profitability but diff e rent organizational stru c t u res — possible. 

One coro l l a ry of these findings with particular significance for environmental policy is that diff e r-

ent organizations may be comparable in profitability but can exhibit very diff e rent environmental behaviors

and impacts. This means that improvement in environmental perf o rmance is possible without sacrificing

overall pro f i t a b i l i t y. In essence, the trade-off between profitability and environmental protection dissolves. 
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C. Intergenerational Fairness and Efficiency

One of the most basic fe at ures of gl ob al cl i m ate change is that while the

present generat i on is deciding what if any thing to do ab out it, the imp a c ts of

cl i m ate change (and hence the conse quen c es of today ’s actions or inaction )

are likely to be bor ne by fut ure generat i ons. Cost-benefit analysis that ignores the stand-

point of future generations sidesteps some of the issues of fairness and equity associated with climate

change, notably including the risks that today’s lifestyles and technologies may be imposing on posterity

t h rough GHG emissions.

In the third paper, Howarth conducts a quantitative analysis that emphasizes the diff e re n t i a l

impacts that climate change response strategies would have on the welfare of present and future genera-

tions. This analysis employs a so-called “overlapping generations” (OLG) model, which posits (as the

name suggests) a succession of generations. OLG models were pioneered in the 1950s by Paul Samuelson,

and have since become a mainstay in the field of public finance, where they are used to study the

impacts of taxation and government debt on the distribution of income between generations. This frame-

work, however, has not been widely used in climate policy modeling.

H o w a rth uses an OLG-based IAM to compare the impacts of three policy regimes on the welfare

of present and future generations. In the first scenario — the l a i s s e z - f a i re base-case — the economy is

managed according to free-market political precepts, and no steps are taken to reduce GHG emissions.

Over the long-term future, this scenario yields an increase in mean global temperature of 8.0 ºC re l a t i v e

to the pre-industrial norm, which imposes costs on future generations equivalent to 9 percent of econom-

ic output. In the second scenario — cost-benefit analysis — conventional economic criteria are used to

balance the present costs and expected future benefits of climate change mitigation measures. In this

scenario, future environmental benefits are discounted relative to the present, so that only modest steps

a re taken to reduce GHG emissions. Relative to the l a i s s e z - f a i re baseline, the emissions control rate rises

f rom 15 to 23 percent between the years 2000 and 2105. These reductions provide relatively small envi-

ronmental benefits to future generations.
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In the third policy scenario — climate stabilization — GHG emissions are reduced to the levels

re q u i red to maintain mean global temperature at its current level, which re q u i res a GHG emissions tax

that rises from $560 per metric ton of carbon in the year 2000 to $1,081 in the long-term future .

Although critics claim that such aggressive policies might “lock up” the re s o u rces re q u i red to sustain a

p roductive economy to the detriment of both present and future society, Howart h ’s analysis reaches a

rather diff e rent conclusion. In comparison with the l a i s s e z - f a i re and cost-benefit scenarios, climate stabi-

lization reduces short - t e rm consumption by 7 percent. In the long run, however, climate stabilization con-

fers welfare gains of $6.4 trillion per year on members of future generations in comparison with the

l a i s s e z - f a i re baseline, or $2.4 trillion per year relative to the cost-benefit scenario.

This analysis suggests that although GHG emissions are an important contributor to short - t e rm

economic welfare, sustained climatic stability may be viewed as an economic asset that would contribute

s t rongly to the welfare of future generations. The results highlight the importance of moral considerations

in the identification of “optimal” policies, finding that conventional cost-benefit analysis tends to favor

the interests of present producers and consumers at the expense of future society.

D. Climatic Nonlinearities

T he st an d ard as sumpt i on in most IAMs is that the cl i m ate resp on ds

sl owly and pre di c t ably, gra du al ly warming as at m ospheric GHG con c entra-

t i ons incre ase. Recent re s e a rch on the long run behavior of the climate, however, has focused atten-

tion on the possibility of quite diff e rent climate dynamics. It is possible that, in fact, the climate may be

subject to very rapid changes or “nonlinearities.” An important example of this kind of behavior has to do

with the Atlantic thermohaline circulation, or “conveyor belt.” This is the natural process by which warm

water moving nort h w a rd from the Gulf stream into the Atlantic Ocean transports heat from more southerly

latitudes, thereby increasing the temperature of the North Atlantic region. It is now thought possible that

this conveyor belt might collapse under certain scenarios of anthropogenic CO2 emissions, rapidly altering

the global climate and profoundly changing the climate in western Europe. 

D e t e rmining how climate policies should take into account this possibility is clearly a high priori-

ty for integrated assessment modeling. Full computer models of the global climate system are far too

l a rge and complex to be embedded in IAMs containing economic detail. Indeed, the trend in climate

modeling is toward super- c o m p u t e r- run models with integrated atmosphere, land, and ocean sub-models.

7
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Thus, economic IAMs have generally incorporated highly simplified re p resentations of the global climate.

The immediate challenge is thus to capture these more complicated dynamics in a simplified form that is

amenable to linkages with economic models. In the fourth paper, Schneider and Thompson describe the

results of such an eff o rt, a “Simple Climate Demonstrator” (SCD) model. Te c h n i c a l l y, SCD is a simplified

model of the nort h e rn hemisphere atmosphere-land-ocean system. Overall, the model replicates the

behavior of more elaborate climate models. Schneider and Thompson study the conditions under which a

conveyor belt collapse would occur, and find that the probability of this event is increased by: (1) gre a t e r

C O2 concentrations, (2) higher rates of increase in CO2 concentrations, (3) greater sensitivity of the cli-

mate to CO2 concentrations, and (4) assumption of a weaker initial circulation. These findings confirm

that IAMs with simpler re p resentations of the climate may not be appropriate for studying the policy

implications of rapid climate shifts. It also provides an alternative means of re p resenting such shifts that

is sufficiently complex to capture the behavior of more complex climate models while being suff i c i e n t l y

simple for applications to integrated assessment. Pre l i m i n a ry analyses coupling the SCD model to the

N o rdhaus 1992 Dynamic Integrated Climate Economy (DICE) model demonstrate that the potential for

s e v e re climatic damages as a result of non-linear climatic behavior in the twenty-second century and

beyond can have a substantial influence on present climate policy decisions if discount rates are below 2

p e rcent (Mastrandrea and Schneider, submitted).

E. Summary Remarks

Int e grated as ses sment modeling is st ill in its early st a g es. Because it is by

n a t u re an interd i s c i p l i n a ry endeavor, it is ultimately based on the ideas and methods of its constituent dis-

ciplines. To date, IAMs have drawn most heavily on neoclassical economics, which is well developed and

lends itself to this kind of application. As integrated assessment matures, it will need to broaden its scope

to incorporate key ideas at the frontiers of re s e a rch in economics and in other fields. In this volume, sever-

al such ideas are presented. The hope is that these papers will serve to advance discussion and applica-

tions that will contribute to the evolution of the integrated assessment modeling of global climate change. 
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II. Endogenous Technological Change and Climate Policy Modeling

Alan H. Sanstad, Lawrence Berkeley National La b o r a t o ry1

A. Introduction

T he convent i on al econ omic appro a ch to cl i m ate pol i cy fo c uses on the

use of em is si ons taxes or tra d able em is si ons per m i ts ,2 or a comb i n at i on

there of, to achi eve eff i c i ent re duc t i ons in GHG out put . These policies increase the

price of carbon-intensive energy sources, causing consumers and firms to substitute less-expensive alter-

natives. At the same time, in the standard approach, underlying “autonomous” (i.e., independent of

price) reductions in energy use and carbon output would continue unaffected by the introduction of taxes

or permits. Substitution and autonomous trends are the two mechanisms by which the economy would

move to a lower-carbon path. 

This paradigm, however, does not take account of an important additional factor: the incentives

to create new carbon-saving or energ y - e fficient technologies that would result from a carbon price pre m i-

u m .3 That is, these policies would yield new profitable opportunities for climate-protecting technological

innovation, because they would increase the value of technologies that use less carbon or energ y. By

exploiting these opportunities, entre p reneurs would increase the r a t e of carbon-reducing technological

change in the economy. This would constitute a third mechanism for reducing the costs of lowering car-

bon emissions, in addition to substitution and to the workings of autonomous trends. One could thus

hypothesize that the omission of this “entre p reneurial” factor in the standard economic analysis of cli-

mate policy could result in overestimation of the costs of carbon abatement.

At the same time, however, the possibility of an entre p reneurial response to climate policy raises

yet another question: would encouraging re s e a rchers and other innovators to invent new ways to re d u c e

carbon emissions slow down technological change in other sectors? At any given time, there are only so

many technologically sophisticated workers to go around. One might thus expect that an indirect cost 

of speeding up carbon-reducing innovation would be a “crowding out” of innovation elsewhere in the

e c o n o m y. More generally, additional inventors or engineers might be trained, but this training would
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re q u i re a diversion of re s o u rces from consumption or investment elsewhere in the economy. Thus, in any

case, there would be an opportunity cost resulting from increased “climate-friendly” innovation spurre d

by new incentives to reduce carbon.

This line of questioning leads directly to a connection between climate policy modeling and 

the frontiers of current re s e a rch on economic growth and technological change. Since the mid-1980s, 

economic theorists have focused on modeling technological change as an activity of profit-seeking agents

in the economy, and on the implications of this approach for thinking about the long run evolution of mar-

ket economies. This work is known generically as the “new growth theory,” “endogenous growth theory,” or

the theory of “endogenous technological change.” It arose from theorists’ dissatisfaction with the standard

or neoclassical model, in which technological change comes from outside the actual workings of the mar-

ket system, that is, autonomously or “exogenously.” While many of the issues involved remain contro v e r s i a l

and are the subject of active re s e a rch, the new growth theory has nonetheless provided an important new

set of concepts and methods for analyzing long run technological change and economic dynamics.

Many re s e a rchers in the climate policy arena have recognized the potential importance of this

work for analyzing the climate problem, but applications have been slow to appear, in part because of the

technical challenges of the new methods. This paper summarizes some initial eff o rts in this dire c t i o n ,

emphasizing the opportunity cost question described above. It begins with an overview of the key ideas of

both the standard and “new” theory of economic growth and the nature of technological change. It goes

on to describe how these ideas relate to the question of modeling technological change — specifically

involving energy efficiency and alternative energy sources — in economic models of climate policy. Next,

it reviews several specific applications of new growth theory ideas to the climate problem. The paper con-

cludes with a summary and remarks on the implications of this re s e a rch. 
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B. Economic Theories of Growth and Technological Change 

In every d ay life, t e chn ol o gi c al change me ans sp e c ific pro duct improve-

ments and the intro duc t i on of new pro duc ts. The obvious example is information technolo-

gy: large mainframe computers were followed by personal computers, which have been followed by the

World Wide Web — all the while accompanied by constant innovations in software. Economists, however,

take a more abstract perspective with the aim of understanding the underlying determinants of this kind of

change. Why does innovation occur in the first place? How effectively does the free market promote it? Are

g o v e rnment policies needed to encourage it? 

To address these kinds of questions, economic theories of technological change begin with funda-

mental ideas about the nature of commodities and how they are produced and sold in markets. Standard

t h e o ry characterizes commodities in terms of the concepts of “rivalry” and “excludability.” A commodity is

rival if its use by one person precludes it use by any other, and excludable if its use can be circ u m s c r i b e d ,

for example, by the establishment of pro p e rty rights or other institutional arrangements. Conventional eco-

nomic commodities are both rival and excludable (or “private”), and a fundamental theoretical insight is

that the market or price system produces and allocates optimal or efficient quantities of these.

H o w e v e r, commodities can be non-rival or non-excludable or both. A common example of non-

r i v a l ry is national defense: the protection any individual receives from the provision of national defense

does not reduce the level of protection received by other individuals. Non-excludability, in turn, character-

izes many forms of environmental pollution; it is often not possible to prevent the involuntary “consump-

tion” of pollutants by those who are not involved in their production. Commodities that are non-rival are

known as “public commodities,” while those that are non-excludable are called “externalities.” Economic

t h e o ry states that the market or price system will in general not produce efficient or optimal quantities of

public goods or externalities. Specifically, it will produce too little of “goods” such as national defense

and too much of “bads” such as environmental pollution.

The key example of a public commodity underlying the theory of economic growth is that of

knowledge or ideas. Many people can use a design for a product. In general, technological knowledge can

be thought of as a public commodity, available throughout the economy to all who wish to apply it.4
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The conventional or neo-classical theory of technological change and economic growth, founded

by Robert Solow (1957) in the 1950s, conceived of technological knowledge as a public good, but one

arising outside of, or “exogenous” to, the economy. Because of this exogeneity assumption, in Solow’s

model there is no economic inefficiency associated with knowledge — in spite of its public character, it

is not undersupplied by the market. This assumption allowed Solow to maintain the framework of “perf e c t

competition,” the standard neoclassical paradigm of economic equilibrium. In perfect competition, all

commodities are produced at their optimal or economically efficient level. In addition, firms and con-

sumers are “price-takers”: they have no market power (as would, for example, a monopolist) to set prices

above competitive levels. 

Solow demonstrated theoretically that in the long run, economic growth is possible only thro u g h

continuing technological change — that is, continuing emergence of new knowledge — or through popu-

lation growth. However, because both technological and population change were assumed to originate out-

side of the market economy, economic policy could have no effect on growth in the long run. More

g e n e r a l l y, in Solow’s model the decentralized economy is fully efficient — government policy cannot

i m p rove on “l a i s s e z - f a i re” outcomes. Solow’s approach dominated macroeconomic re s e a rch on technologi-

cal change and economic growth from its introduction through the 1970s.

In the 1980s, Paul Romer (1986, 1990), Robert Lucas (1988) and others introduced a diff e re n t

a p p roach to the study of economic growth and technological change, based on an alternate treatment of

the sources and role of knowledge in the economy. This new growth theory builds on the recognition that

to a large extent technological pro g ress arises from the eff o rts of profit-seeking agents within the econo-

m y, that is, it is “endogenous” to the workings of the market system. Put diff e re n t l y, this appro a c h

embodies the fact that technological innovation is an e c o n o m i c a c t i v i t y. Knowledge is treated explicitly in

this framework as non-rival and either fully or partially excludable. One firm ’s use, for example, of a

design for a new product does not physically preclude its use by another, but its use can be part i a l l y

restricted through the patent system or other means. These features — the non-rivalry, non- or part i a l -

excludability and endogenous nature of knowledge — entail a depart u re from the standard assumption of

p e rfect competition. Instead, models with endogenous technological change embody alternative equilibri-

um concepts, typically either competitive equilibrium with externalities, or imperfect competition in
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which not all agents in the economy are price takers, but rather some agents have a degree of market

p o w e r.5 In these types of models, the equilibrium of the decentralized or “l a i s s e z - f a i re” economy will

explicitly differ from the social optimum.

The new growth theory ’s implications for technological change and long run economic growth are

in sharp contrast to those of the conventional model. In models with endogenous technological change,

the market system will not necessarily result in an efficient or optimal production of knowledge, and gov-

e rnment policies may indeed affect long run economic growth. In part i c u l a r, in some endogenous gro w t h

models (including that of Romer), the decentralized economy will allocate insufficient re s o u rces to

re s e a rch and development, and government policies subsidizing R&D can increase long run welfare and

economic growth by increasing the rate of technological development. This result is related to the long-

standing finding that social rates-of-re t u rn6 to re s e a rch and development (R&D) exceed private rates of

re t u rn, so that the government can — in principle — improve the perf o rmance of the economy by subsi-

dizing R&D.7 While some of the new models predict over-investment in R&D in the laissez-faire case, the

most recent work confirms that, on the contrary, private investment in R&D is too low from the standpoint

of economic eff i c i e n c y. Jones and Williams (1998), applying new growth theory methods to study rates of

re t u rn to R&D, estimate that the optimal share of GDP allocated to R&D in the U.S. economy would be

f rom two to four times higher than the actual share. The implication of this finding, of course, is that in

principle there are policies the government could introduce that would increase economy efficiency with

respect to the level of R&D. 

C. Endogenous Growth Theory and Energy-Efficiency Trends

Wi th few exc ept i ons , e c on omic models applied to cl i m ate pol i cy or int e-

grated as ses sments have emb o died the convent i on al tre at ment of techn ol o gi-

c al chan g e, d er iving from the work of Sol ow.8 In part i c u l a r, modelers assume that

i n c reasing energy efficiency (or decreasing carbon intensity of energy-intensive goods or processes) re s u l t s

f rom factors that are exogenous to the workings of the economy. This is typically re p resented in models by

some variation on what is known as “autonomous energy efficiency improvement” or AEEI. The level of

AEEI determines the rate at which energy efficiency increases independent of any other factors re p re s e n t-

ed in a given model. This rate, in turn, determines how quickly the economy moves to lower carbon 
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outputs w i t h o u t policy intervention. There f o re it considerably influences how extensive — and expensive

— carbon abatement policies must be to reach particular targets or to satisfy a cost-benefit criterion. It is

well known that the magnitude of the AEEI (or its equivalent) indeed has a substantial impact on cost

estimates of climate policy. This has resulted in a long running but inconclusive debate over the magni-

tude and interpretation of “autonomous” trends in energy eff i c i e n c y.

To describe the potential implications of endogenous growth theory for climate policy modeling, it

is useful first to consider what can happen, in principle, in models that incorporate the AEEI appro a c h .

Most such models are designed specifically to analyze the effects of carbon and/or energy price pre m i-

ums. In a modeled scenario in which the government imposes such a price premium, energy sources that

a re relatively carbon-intensive will become more expensive relative to alternative sources, and consumers

and firms will there f o re substitute away from them. The result is a decrease in the economy’s carbon out-

put, at a cost determined by the details of the model. 

At the same time, the autonomous trend in energy efficiency will continue its work, as it were ,

u n a ffected by the carbon price. This is after all the definition of “autonomous.”  The rate at which energ y

e fficiency increases in the economy through any mechanism other than substitution will be unchanged.

Thus, the model’s predictions of both the effects and costs of a policy will be determined by the combi-

nation and interaction of substitution and exogenous tre n d s .

I n t u i t i v e l y, this picture would seem to omit a critical element: the entre p reneurial response to the

carbon price premium, in the form of increased eff o rts to invent and apply new forms of energ y - e ff i c i e n t

technologies and practices. That is, the carbon price premium would create new economic incentives for

innovations in energy efficiency and carbon reduction in addition to the incentives for substituting away

f rom carbon-based energy sources. Agents in the economy would recognize this new opportunity and

respond accordingly; the result would be an increase in the r a t e of energ y - e fficient and/or carbon-re d u c-

ing technological change. For example, more expensive energy (resulting from a carbon-price pre m i u m )

would make energ y - e fficient electric motors more valuable to consumers and firms, since the cost of

operating electric motors would increase. Recognizing this, engineers, inventors and others would seek to

c reate such efficient motors. The same reasoning applies, in principle, to any technological application of

e n e rg y. Overall, then, more expensive energy would accelerate the invention of energ y - e fficient technology
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a c ross a range of applications. Thus, because new technological means of lowering energy consumption

and carbon output would appear more quickly than in the absence of the price premium, the estimated

cost of abating carbon would be lower than in the case of purely autonomous technological change.

Because of this entre p reneurial effect, consumers’ and firms’ opportunities to reduce energy use without

reducing their benefits from the services of energy-using equipment would have incre a s e d .

D. Applications to Climate Policy

T he pos sibl i ty of an entrepreneur i al resp onse to a given cl i m ate pol i cy

has st i mul ated consi d erable int erest in the impl i c at i ons of en do g en ous grow th

the ory for cl i m ate model i n g . R e s e a rchers have recognized that endogenous technological change

could in principle enhance the effects of carbon-reducing policies. However, they have also raised the pos-

sibility that stimulating climate-related R&D might result in a diversion of re s o u rces that would slow down

R&D elsewhere, or otherwise impose some additional cost to the economy. More specifically, the key input

into R&D is human capital or human expertise — the knowledge and skills of scientists, engineers, and

other highly trained individuals. Because this human capital is a scarce re s o u rce, diverting it into climate-

related re s e a rch could result in an economic loss associated with removing this capital from its other pro-

ductive uses. This is re f e rred to as the “crowding out” problem. For example, suppose that a carbon price

p remium were introduced and had the effect of drawing engineers or other “knowledge workers” away fro m

a diff e rent industry to conducting re s e a rch on energy eff i c i e n c y. In this case, the climate might benefit but

the other industry would suffer — technological change in it would slow down. As Kopp (1998) puts it, in

general: “The re d i rection of R&D activity to incentives created by [GHG] abatement can be be expected to

reduce the rate of technical advance in other activities and sectors.”

A l t e rn a t i v e l y, new engineers could be trained to ensure that there was sufficient human capital to

apply both to the invention of carbon or energ y - reducing technology and to other kinds of re s e a rch. In

this case, however, the costs of the training itself would have to be borne somehow: an opportunity cost

would result from diverting re s o u rces to such training and away from either consumption or investment

e l s e w h e re in the economy.

A frequently-cited example of this opportunity cost argument is presented by Nordhaus (1997),

who extends his well-known Dynamic Integrated Climate Economy (DICE) model to incorporate endoge-

nous technological change and to study its implications for the cost of carbon abatement. Nord h a u s
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assumes that crowding out will have a high cost. As he puts it, “…higher inventive activity in the

e n e rgy/climate sector is likely to lead to a decline in inventive activity in other sectors.” Nordhaus arg u e s

that this would occur for one of two re a s o n s :

•  “ [ T ] h e re is a fixed stock of human ingenuity…As some [inventors] are attracted to the

e n e rgy/carbon sector to try to solve the world’s problems, they will pay less attention to

unsolved problems in other sectors. If John Von Neumann had been attracted to solving pro b-

lems of molecular biology or the environment rather than mathematics, economics and com-

puters, the cost to society would have been much more than one person-lifetime of Hungarian

labor inputs.”9

•  “[I]ncreasing incentives in one sector will lower incentives in the other, ”1 0 t h e reby causing a 

d e c rease of output in the other sectors. That is, the opportunity cost would be present even if 

human capital were not in fixed supply.

S p e c i f i c a l l y, Nordhaus assumes a “supern o rmal” opportunity cost of $10 of lost output in other

sectors per $1 of shifted R&D. As a consequence of this assumption, the crowding out of invention in

other sectors offsets most of the carbon-reducing benefits of endogenous technological change. Thus

N o rdhaus finds that incorporating endogenous technological change has only a very small net effect on

the costs and level of optimal carbon re d u c t i o n s .

This reasoning stands in contrast, however, to the basic logic of the new growth theory. To explain

w h y, it is useful to refer to the model of Romer (1990), which is a key benchmark in this area. Romer’s

model re p resents an abstract economy consisting of three sectors: (1) a re s e a rch sector that employs

human capital to produce designs for products, (2) an intermediate goods sector that uses these designs

to produce intermediate goods, and (3) a final output sector that combines human capital and the inter-

mediate goods to produce a final commodity that can be consumed by households or re-invested in pro-

duction. Overall human capital is in fixed supply. 

Romer assumed that there are no costs of retraining or of other adjustments in moving human

capital (i.e., skilled workers) from one sector to another. Although this is an idealization, it serves to focus

attention on underlying long run factors rather than short e r- run adjustment phenomena.1 1 The technical
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a p p roach is that of analyzing the long run equilibrium or “steady state” of the economy. This is the ulti-

mate equilibrium reached by the economy after transitional effects have subsided.1 2 While this method

does not allow for the study of important short e r- run effects of policy interventions, it is widely used in

t h e o retical work — essentially for reasons of analytical tractability — to study the long run behavior of

economies and the effects of policies.

Romer demonstrates that, in this model, the l a i s s e z - f a i re equilibrium allocates too little human

capital to re s e a rch. The source of this inefficiency is, as discussed in the previous section, the public

good characteristic of the technological knowledge that is the product of R&D. Because of this character-

istic, private incentives do not result in an economically optimal supply of R&D: in this model, an insuff i-

cient number of knowledge workers engage in re s e a rch. Under these conditions, a subsidy to R&D causes

human capital to move into re s e a rch from its other uses. But although there is thus crowding out in the

n a rrow sense described above, this shift of human capital results in an increase in economic efficiency: a

c o rrection of a market imperfection arising from the characteristics of knowledge as a commodity. In con-

trast to Nordhaus’ analysis, in this model the opportunity costs of moving human capital into R&D are

necessarily exceeded by the benefits.1 3

R o m e r’s analysis, however, does not deal with the problem of R&D on carbon abatement specifi-

c a l l y, nor does it address the problem of competing forms of R&D. Both are studied by Goulder and

Schneider (1999), who conduct a more detailed analysis of the opportunity cost problem using a form of

endogenous, carbon-reducing technological change, both analytically and with a computable (that is,

numerical) general equilibrium model.1 4 Their models distinguish conventional from “alternative” (i.e.,

low-carbon) energy production, and allow for technological change in both sectors. In Goulder’s and

S c h n e i d e r’s model, endogenous technological change is re p resented by knowledge “spillovers”: new

knowledge is produced using conventional inputs and production technology in one industry, but can be

f reely used by any other industry.1 5

Goulder and Schneider study the effects of carbon taxes within this stru c t u re, and reach two key

conclusions. First, incorporating endogenous technological change lowers the estimated cost of meeting a

p a rticular carbon output target, relative to a scenario in which technological change is purely autonomous.

This is consistent with intuition, since the carbon-abating effect of price-induced technological change
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complements both substitution and underlying autonomous trends. Second, in a cost-benefit analysis,

endogenous technological change increases both the gross costs and the net benefits of a carbon price

p remium. Costs increase because including the additional, endogenous effect makes the economy more

responsive to the price premium than it otherwise would be. Thus, the economic change resulting fro m

the carbon tax prior to accounting for the environmental improvement — which determines the gross cost

— is greater with endogenous technical change. At the same time, net benefits increase because this

e ffect increases the rate and level of carbon abatement, so that the resulting environmental impro v e m e n t

— which determines the benefit — is also gre a t e r.1 6

Goulder and Schneider’s analysis emphasizes that producing new knowledge is not a “free” activ-

ity but rather re q u i res re s o u rces like any other form of production. Thus, just as in Romer’s model, the

extent of pre-existing market inefficiencies bears importantly on the results. In part i c u l a r, as discussed

above, if the l a i s s e z - f a i re economy does not produce an optimal level of R&D, there is an underlying inef-

ficiency in the market that can be ameliorated by policy. In the Goulder and Schneider model, a pre -

existing under-investment in energy saving R&D relative to other kinds17 of R&D serves to stre n g t h e n

their conclusions re g a rding the gross cost-reducing and net-benefit-increasing effects of endogenous tech-

nological change. The reason is again that the key input into re s e a rch — human capital or expertise — 

is a scarce commodity, and reallocating it to climate-relevant re s e a rch will, in their model, entail a re d u c-

tion in technological change in other sectors. When human capital is initially underallocated to carbon-

reducing R&D, however, the costs of crowding out are mitigated.

To gain further insight into the crowding out problem in part i c u l a r, Sanstad (1999) studied how a

re s e a rch subsidy targeted to a particular industry would affect the overall allocation of human capital

when there are two forms of R&D. Sanstad’s approach was to extend Romer’s 1990 model, discussed

above, to re p resent two industries in which both re s e a rch and production occur; each industry is stru c-

t u red exactly as the overall economy is in Romer’s model. The industries compete for human capital,

which serves as the primary input in both re s e a rch and production in each industry. Overall human capi-

tal is again in fixed supply. Research in each industry serves as an input to production only in that indus-

t ry; that is, there are no knowledge spillovers between the industries. As in the basic Romer model, the
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decentralized or l a i s s e z - f a i re equilibrium is characterized by an under-allocation of human capital to

re s e a rch in both industries. This is due to monopoly pricing 1 8 and the non-rivalry and partial non-exclud-

ability of the outputs of re s e a rc h .1 9

S a n s t a d ’s model does not address the indirect effects of carbon prices on technological change,

but rather focuses on the direct effects of a government subsidy to re s e a rch in one of the industries

(financed by lump-sum taxation2 0). Specifically, it is formulated to analyze how such a subsidy changes

the allocation of human capital among both industries and both types of activities (re s e a rch and manu-

facturing). As in Romer’s model, the approach is to focus on the steady state. 

The targeted re s e a rch subsidy, as expected, shifts human capital from production to re s e a rch in

the subsidized sector. Rather than crowding out human capital from the other re s e a rch sector, however, it

also has the effect of i n c re a s i n g human capital in the competing re s e a rch sector in the long run. The re a-

son for this effect is two-fold. First, in analogy with standard models with exogenous technological

change, rates of technological pro g ress equalize across sectors in the steady state. (This is part of the

definition of “steady state.”) Second, in this formulation, the fact that the production of knowledge

t h rough re s e a rch is modeled as a productive activity that employs human capital as an input means that

human capital adjusts to achieve the rate of technical change that characterizes the steady state. (This

rate is determined by the parameters and stru c t u re of the model.) The re s e a rch subsidy draws human

capital into the subsidized R&D sector, thereby increasing the long run rate of technological change aris-

ing from that sector’s output of product designs. This new rate of change then becomes the benchmark

rate for the overall growth of the economy in the new steady state. Thus, the rate of change in the “com-

peting” R&D sector also increases to match the economy-wide steady state rate. 

To illustrate this effect, imagine two industries: refrigeration and video games. If the govern m e n t

w e re to subsidize R&D for efficient refrigerators, but not for new kinds of video games, then in Sanstad’s

model, the rate of technical change in the video game industry would also increase in the long ru n .

Human capital would be moved by the subsidy out of refrigerator manufacturing and into both re f r i g e r a-

tion and video game R&D.2 1 Because, in this model, there is initially an over-allocation of human capital

to video game manufacturing, the shift would improve economic eff i c i e n c y. 
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What do these various findings tell us about the crowding out problem? First, with a fixed supply

of human capital, there is no doubt that increasing human capital in one sector necessarily means there

will be less available to some other sector.2 2 The question, however, is what conclusions one can draw

about: (1) the costs of this diversion, and (2) its effects on technological change in other sectors and on

overall economic eff i c i e n c y. The work just summarized indicates that subsidizing R&D in one sector need

not crowd out R&D in others. Even when it does, however, as in the Goulder and Schneider model, the

p resence of endogenous technological change will still affect estimates of the costs of carbon-abatement.

In part i c u l a r, it will both lower the cost of meeting a given carbon reduction target, and increase the net

benefits of a carbon price pre m i u m .

Goulder and Schneider argue that, if there is economy-wide under-investment in R&D, then the

policy response should be a general subsidy to R&D rather than a targeted subsidy to a particular sector

such as energ y - e fficiency re s e a rch. Suppose, then, that the market undersupplies both climate-re l a t e d

and other forms of R&D, and that the government introduces both a general R&D subsidy and a carbon

price premium. Then R&D on all topics, including carbon reduction, will increase, and there will also be a

substitution away from carbon-intensive energy sources. Both effects will enhance economic eff i c i e n c y

because both involve the correction of a market imperfection, in one case the undersupply of knowledge,

in the other the oversupply of carbon emissions. Thus, in this case also, the existence of market imper-

fections related to technological innovation implies that the costs of crowding out will be mitigated.

Overall, these results also demonstrate the fundamental importance of better understanding the

n a t u re and severity of pre-existing distortions relating to R&D in the economy. As in its other applications,

the empirical and policy significance of new growth theory applied to climate policy rests fundamentally

on the degree to which the economy does or does not undersupply R&D in the absence of policy. This is a

v e ry difficult problem due to data limitations and measurement issues, but nevertheless is clearly a key

priority for future work.
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E. Summary and Conclusions

C l i m ate pol i cy model ers have with few exc ept i ons represented techn ol o gi-

c al change as an exo g en ous or aut on om ous pro c ess not subject to market forc es.

As a consequence, these models rule out by assumption the possibility that economic policies to abate car-

bon could also stimulate carbon-reducing or energy-saving technical innovation. Market-based innovation

and the entre p reneurial pursuit of technological pro g ress, however, are not only clearly endogenous economic

p rocesses but indeed are hallmarks of modern advanced economies. It is there f o re ironic — and a potential-

ly significant shortcoming — that such innovation has not been re p resented adequately in the bulk of

re s e a rch on the economics of climate policy. 

In the past several years, a number of re s e a rchers have begun to investigate the technical details

of incorporating endogenous technological change into climate policy modeling, and the policy implica-

tions of this enhancement. One theme that they have emphasized is that, while a carbon price pre m i u m

might indeed draw entre p reneurial eff o rts to developing climate-friendly technology, this effect would be

o ffset by the resulting “crowding out” of technical expertise — “human capital” — from its other applica-

tions. The opportunity cost of drawing technical experts away from non-climate-related R&D would re d u c e

the benefits that would accrue from accelerating re s e a rch on climate protection. 

This conclusion, however, rests in turn on certain assumptions re g a rding the nature of technologi-

cal knowledge as an economic commodity and the effectiveness of the market system in supplying it.

Many empirical studies have repeatedly found that social re t u rns to R&D exceed private re t u rns, implying

that policies to promote R&D are economically justified. More re c e n t l y, the “new growth theory” has

developed a sophisticated theoretical apparatus that allows for rigorously modeling endogenous technolog-

ical change. This new work explicates how and why the market economy can be expected to under- s u p p l y

R&D in the absence of policy.2 3 The work described in this paper expands on this theme by showing why,

f rom the perspective of the new growth theory, shifting human capital into climate-related R&D need not

result in offsetting opportunity costs if this “capital” is drawn from applications to which such capital has

been over-allocated. 
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This finding indicates that the fundamental issue underlying endogenous technological change in

climate policy is the extent of pre-existing distortions in the market for carbon-reducing R&D. This

re s e a rch problem is of great difficulty due primarily to measurement and data issues. Nonetheless, it is

clear that the opportunity cost argument described above should not be taken as the final word on

endogenous technological change and climate policy. This finding should renew attention to the possibili-

ty that, by omitting the “entre p reneurial effect,” current models may be systematically overestimating the

costs of carbon abatement policies.
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E n d n o t e s
1. This work was conducted while the author was a visiting scholar at the Energy and Resources Gro u p ,

University of California at Berkeley.

2. Governments may cap the total amount of emissions, distribute or sell emission “permits” or “allowances,”

and let the market determine the price and distribution of these allowances. Since a cap would essentially restrict the

supply of carbon-based fuels, GHG consumers would bid up the price until demand equaled supply. 

3. The re s e a rch discussed in this paper primarily involves models designed to analyze carbon and/or energ y

taxes rather than tradable permit systems. Nonetheless, the same general conclusions apply to permit systems. The

phrase “carbon price premium” is used as a  shorthand to refer to both kinds of policies.

4. It is important to note that patents on inventions or designs do not change this reasoning. Patents are a

f o rm of pro p e rty rights — that is, they impose at least partial excludability. They do not affect non-rivalry.

5. “Equilibrium” is simply the set of prices and quantities that equate supply with demand in all markets.

6. Rates of re t u rn here are simply the payoffs over time — either to society or to private agents — of investments in R&D.

7. See, for example, Foster Associates (1978), Mansfield et al. (1977a, 1977b), and Nathan Associates

(1978). This older literature on social and private rates of re t u rn to R&D has a narrower focus than that of the new

g rowth theory and did not deal with the theoretical underpinnings or underlying sources of the social vs. private “gap.”

8. The most noted exception to this rule is the Dynamic General Equilibrium Model (DGEM) of Jorgenson and

Wilcoxen (1990). Technological change in DGEM is not fully autonomous in the sense described here, but rather

responds to changes in relative factor prices, a specification known as “factor price bias.” Te c h n i c a l l y, DGEM lies

between the standard models and the endogenous growth framework, in that it allows for non-autonomous technological

change in this sense while still assuming perfect competition, as in the standard models, and not explicitly modeling

technical innovation as the outcome of optimizing behavior of agents in the economy. 

9. Nordhaus (1997). pp. 8-9. John von Neumann was a Hungarian-born genius of the mid-twentieth century

who was one of the founders of computer science and of the modern economic theory of general equilibrium as well as a

key figure in the development of thermonuclear weapons.

10. Nordhaus (1997), p. 8.

11. Note that Goulder and Schneider do assume that there are costs of adjustment. These costs tend to off s e t

any benefits that accrue from re-allocating human capital, but do not negate them.

12. This long run equilibrium is also known as the economy’s “balanced growth path.” The idea of the steady

state (or balanced growth path) can be visualized by using the analogy of a rocket launched to visit another planet. In tak-

ing off and reaching orbit, numerous adjustments may have to be made to keep the rocket on course. There a f t e r, it will

settle into its final trajectory. This trajectory is the analogue to the long-term path, or steady state, of the economy.
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13. An alternative but complementary explanation of Nordhaus’ results is suggested by Goulder and Mathai

(2000), who note that the estimated impact of endogenous technological change on optimal abatement policy is

e x t remely sensitive to what is assumed about the details of the marginal abatement cost function. Relating this factor to

those discussed in this paper is a subject for further re s e a rc h .

14. A computable general equilibrium model is a numerical re p resentation of an entire economy, with rational

behavior (utility and profit maximization, and price-taking) on the part of consumers and firms, and supply equaling

demand in all markets.

15. Te c h n i c a l l y, Goulder and Schneider apply the equilibrium concept underlying Romer’s first (1986) model,

that of competitive equilibrium with externalities. In this approach, a decentralized equilibrium is possible because the

i n c reasing re t u rns associated with the production of R&D are assumed to be completely external to individual firm s .

16. This assumes that the carbon tax itself meets a cost-benefit criterion. 

17. There may be under-investment in energy saving R&D relative to other forms of R&D because of both

underlying economic diff e rences and diff e rent pre-existing policies. That is, a general under-investment in R&D does 

not mean that every specific R&D sector is affected to the same degree. Also, there may be prior diff e rences among,

e.g., government subsidies to diff e rent kinds of R&D. 

18. Monopoly pricing contributes to under-allocation of human capital to re s e a rch because it implies that

inventors are not fully compensated for the value of their inventions. 

19. Romer’s 1990 or “second” model, applied by Sanstad, incorporates a form of imperfect competition to

model the deviation from perfect competition that is implied by the new assumptions on technological change. This is

re g a rded as its key technical innovation, and has formed the basis for most subsequent work in the are a .

20. A lump-sum tax is one that only affects consumers’ income and does not induce any substitution of one

commodity for another on the part of consumers. A lump-sum tax is a commonly used theoretical benchmark; it is close

to impossible in practice to design lump-sum taxes. 

21. This finding — like many findings of dynamic economic analysis — clearly relies heavily on the steady

state focus. It should be noted, however, that essentially all dynamic models of this type — both theoretical and com-

putable, and with endogenous or exogenous technological change — are based in part on the assumption of a steady

state; this is true even when transitional effects are also included in the analysis. Aghion and Howitt (1999, p. 9) justify

the use of the steady state assumption in endogenous growth models by noting that “...because innovations often have

e ffects that take decades to work out, we are primarily interested in ‘the long run,’ and the steady state is a convenient

analytical device for modeling the long run-for distinguishing between effects that last and effects that are transient.” In

the present case, the increase in human capital in the competing R&D sector might or might not appear immediately

w e re transitional dynamics to be taken into account, but it would appear eventually. It may be that gaining furt h e r

insight into the underlying phenomenon will re q u i re modeling advances that relax or generalize the steady state assump-

tion; this is a topic at the frontiers of current re s e a rch. (See, for example, Kongsamut et al. [1998]; Eicher and

Tu rnovsky [1998])

22. However, the supply of human capital need not be fixed, especially in the long term, because both individ-

uals and society can invest in its production through education and training.

23. As discussed above, this undersupply can take the form of too much human capital supplied to some

f o rms of R&D and too little to others, an overall undersupply of human capital able to perf o rm R&D, or both.
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III. The Organizational Structure of Firms and Economic Models of Climate Policy 

Stephen J. DeCanio, University of California, Santa Barbara

A. Introduction

St an d ard econ omic models of cl i m ate pol i cy1 do not offer a re al istic por-

tray al of the behav i or of the pr iv ate se c t or busi ness org an i z at i ons that actu-

al ly pro duce most go o ds and serv i c es. It may perhaps be surprising to non-specialists that

the way production is re p resented in IAMs does not correspond to the modern theory of the firm, yet that

is the case. Conventional energy/economic models (of the type used to project future energy demand and

s u p p l y, the consequences of implementation of the Kyoto Protocol, or the economic effects of a carbon

tax, for example) typically rest on two abstractions in describing firms. Te c h n o l o g y is re p resented by a

p roduction function, a mathematical relationship between conventional inputs or “factors of pro d u c t i o n ”

( l a b o r, capital, and sometimes materials and energy) and output.2 B e h a v i o r is characterized by profit max-

imization or an equivalent optimization rule. 

These mathematical abstractions have a long history of successful application in economics.

They have proven useful for analyzing issues such as the distribution of income between the various fac-

tors of production and the determinants of the prices of goods traded in well-functioning markets. They

a re, however, inadequate for examining the internal workings of modern business firms, particularly in the

context of the market and non-market changes that would accompany the transition to a policy re g i m e

seriously addressing the climate pro b l e m .

The conventional models fall short in their re p resentation of the productive sectors of the econo-

my in four important ways: 

• They assume that a firm has a single objective, the maximization of profits, whereas in reality a

f i rm may have multiple objectives, including improving financial perf o rmance, increasing 

market share, maintaining good customer relations, conforming to the values and motivations 
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of the firms’ employees, and achieving “communal” goals such as pre s e rvation of 

e n v i ronmental quality;

• They assume that a firm maximizes profits by choosing how much of each of its “factors of 

p roduction” (i.e., labor, capital, materials, and energy) to employ, even though very little of 

business managers’ time and attention is really devoted to such decisions;

• They assume that technical change occurs independent of the activity of firms, despite the 

fact that it actually depends on complex business decisions involving the acquisition and 

dissemination of information and technologies; and 

• They assume that all firms are already behaving optimally, although in practice there is almost 

always room for improvement in economic perf o rmance. 

This chapter will show that these mischaracterizations lead to misunderstanding of the activity of

f i rms, which in turn results in unreliable and biased model forecasts of the costs of GHG reduction poli-

cies. The consequence is a gap between most formal economic analyses of climate issues and the practi-

cal, on-the-ground eff o rts of business organizations to act in ways that simultaneously are socially

responsible and consistent with the interests of corporate shareholders. By adhering to a model of pro d u c-

tion that does not correspond to the best current theories of organizational behavior, conventional IAMs

a re limited in their capacity to provide guidance to policy-makers in business and government. 

B. The Representation of Production in Climate/Economic Forecasting Models

Maxi m i z at i on of prof i ts (subject to a pro duc t i on fun c t i on emb o dying the

t e chn ol o gy av a il able to the firm) is mathem at i c al ly tra c t able and len ds itself to

expres si on in equ at i ons that can easily be embedded in a larg er model of the

m a c ro - e c on omy; this si mpl if i c at i on , h owever, do es not ful ly capt ure the re al -

w orld activ i ty of fir m s. Conventional models shed little light on the incentives or motivations of 

the individual agents who make up the firm, or on the choices about organizational stru c t u re, relations with

customers and suppliers, and strategic planning that lie at the heart of business management. As Coase

(1937) recognized long ago, the conventional theory does not even give an explanation of why firms should

exist at all, instead of a world in which all economic transactions are mediated through markets alone. At

the most basic level, very little of what managers do involves choosing the quantities of the conventional
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factors of production that constitutes the decision problem in the production function re p resentation of the

f i rm. Rather, managers spend most of their time supervising their employees, collecting and pro c e s s i n g

i n f o rmation, engaging in intra-firm politics and bureaucratic maneuvering, and communicating with the out-

side world. Many firms are linked to customers and suppliers and focus on managing a production pro c e s s

that depends on these external relationships (which, in turn, involve more than simple market transactions).

The production function re p resentation has been augmented and modified in fundamental ways

by the modern theory of the firm. For example, the “new institutional economists” such as Oliver

Williamson (1985, 1998; see also the 1988 review article by Alchian and Wo o d w a rd) emphasize the

i m p o rtance of minimizing transactions costs (including the internal costs of operating and maintaining

the firm) and controlling opportunism (the tendency for agents outside the control of the firm — such as

suppliers or contractors — to use their temporary or localized market power to try to take advantage of

the firm). In addition, it has been understood since at least the time of Berle and Means (1932)3 that the

incentives faced by owners and managers, and by managers at diff e rent levels or in diff e rent segments of

an organization, are not necessarily compatible. This “principal/agent problem” is another central concern

of the modern theory of the firm. 

These are not the only problems with the old-fashioned model of production, however. Herbert

S i m o n4 and those who have taken up his insights realize that the conventional profit maximization

assumptions also fail because of cognitive or computational difficulties faced by firms and the agents

within them. These inform a t i o n - p rocessing limitations are usually re f e rred to as “bounded rationality, ”

and their existence has strong implications for both the theory of the firm and the re p resentation of the

f i rm in climate/economy models.5 It is worth noting in this re g a rd that the social science disciplines other

than economics have never adopted the optimization framework as a universal standard. The models of

sociologists, social psychologists, management scientists, and others have often paid attention to the

d e t e rminants of organizational perf o rmance, and to the interactions between the capabilities of the

agents, the stru c t u res of their organizations, and the nature of the tasks being perf o rm e d ,6 but optimiza-

tion models have not often been the chosen vehicles for re p resentation of these processes. 

M o d e rn business history also has gone beyond the production function/profit maximization re p re-

sentation of firms. As Raff and Temin (1991) put it:
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Business history is about firms, and there is not much to traditional economic theory ’s firms 
or to the problems they confront. The stru c t u re of the wants of the consuming public is given 
[in conventional theory]. So is the particular selection of those wants that any particular firm 
should try to meet. So also are the methods by which inputs are to be combined to produce those
goods. Nor are there any difficulties involved in getting the inputs to combine as they are meant to.
Most firms are small with respect to the markets they trade in, and there are no intricate re a c t i o n s
or interactions between buyers, sellers, or buyers and sellers to be puzzled out or manipulated.
A l t o g e t h e r, strategic choice (in both the businessman’s sense and that of the game theorist) is
absent, and the details of organization are never a problem (p. 7, footnote and re f e rences omitted). 

Business historians are interested in specifics, and are not committed to a particular theoretical perspective

in analyzing the development of firms. This empirical orientation necessarily creates some distance from any

kind of generic abstraction of firms’ behavior or pro c e s s e s .

R e g a rdless of how useful the production function/profit maximization re p resentation of firms may be

for some applications, its uncritical incorporation into IAMs for climate policy analysis is not an innocuous

simplification. The very elements of business response to climate policy that are most critical — the deter-

minants of the pace and direction of technological change (including both innovation and diffusion), and the

ways in which “non-economic” values are translated into corporate policy and action — are elements that

cannot easily be treated within the conventional production framework.7 The conventional models assume

that technological innovation and the diffusion of new technology occur independent of the activity of firm s ,

while in reality these processes depend on complex business decisions (e.g., about re s e a rch and develop-

ment expenditures, or the adoption of possibly superior but potentially risky new technologies).

To make the nature of the problem more concrete, consider the assumption, implicit in conventional

models, that firms and other productive entities are located on their “production possibility fro n t i e r s . ”8

Drawing the production-possibility frontier of a firm is equivalent to specifying a production function such

that a given set of inputs is transformed into a unique set of outputs. The production function re p re s e n t s

t e c h n o l o g y, and the technology that is assumed to be available determines the extent to which trade-off s

must be made among outputs. A standard re p resentation of the production-possibilities frontier is shown in

F i g u re 1a. Only two goods (ord i n a ry output and environmental quality)9 a re portrayed, but the discussion

generalizes easily to multiple outputs. Optimization or profit maximization by the firm guarantees that pro-

duction will occur on the fro n t i e r, at initial point Ia, for example. If the firm initially is at point Ia in Figure

1a, the only way it can produce a higher level of environmental quality (lower emissions), such as point J,

is by moving a l o n g the production-possibilities frontier and reducing its output of o rd i n a ry goods. 
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There are two situations in which this “inevitable

trade-off” fails to describe the actual situation faced by

the firm. These are shown in Figures 1b and 1c.10 Figure

1b indicates that the firm’s starting point Ib is inside the

production-possibilities frontier. (Conventional theory says

this could not happen because a firm inside its frontier is

not fully optimized.) In this case, any movement into the

region in the northeast quadrant above point Ib represents

an improvement in both the production of ordinary output

and the production of environmental quality. An example

of a firm starting at point Ib in Figure 1b would be the

case of a firm that has not made investments in energy

efficiency having a rate of return greater than other prof-

itable investment opportunities of equal risk. Such situa-

tions have been documented extensively in the real

world.11 Their existence constitutes empirical confirma-

tion of the location of some firms inside their production-

possibility frontiers. Figure 1c shows a different way this

simultaneous improvement in economic and environmen-

tal performance could take place. Here, the firm begins

on its production-possibilities frontier at point Ic, but now

technological progress expands the frontier from P0P0 to

P1P1. If the firm moves from Ic towards the new frontier, it

is again possible for its performance to improve in both

dimensions. 

In addition to the “bottom-up” studies cited in

Endnote 11, numerous case studies have found the

same kind of multiple benefits from technological

progress in environmental protection. For example, in

Figure 1

Alternative    Potential Trade-offs  between

Ordinary Goods and Environmental Quality
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response to the Montreal Protocol on Substances that Deplete the Ozone Layer, companies invented new

methods for producing electronic equipment without using ozone-depleting cleaning solvents. This re s u l t-

ed in lower costs without reductions in product quality (Economic Options Committee [1994]). Accord i n g

to one study of this transition: 

Many companies with successful ODS [ozone depleting substance] phase out programs developed
new cleaning methods, or eliminated the need to clean altogether, while maintaining their competi-
tive edge. Electronics companies re p o rt cost savings, simplified manufacturing, and higher re l i a b i l i-
ty by switching to new technologies. For example, Ford, Honeywell, Hughes, Motorola, and Te x a s
I n s t ruments are now manufacturing printed circuit boards that are cleaner than boards pro d u c e d
with CFCs, and meet the most demanding mili t a ry specifications (Andersen and Zoi [1993]).

The benefits that flowed from this advance in environmental technology extended across several dimen-

sions of business perf o rm a n c e :

The fact that firms saved money by adopting “no clean” methods that avoid the use of solvents
cannot be underestimated, but participating corporations reaped a great deal more indire c t l y. The
corporations saved by pooling re s e a rch and development re s o u rces….Eliminating CFCs enhanced
the credibility of corporate environment departments, often boosting support for other cost-saving
e n v i ronmental goals, such as waste reduction. And firms that took leadership roles re a p e d
immense public relations benefits, domestically and abroad. However hard to quantify, impro v e d
employee morale, higher quality production, and enhanced relationships with regulators and envi-
ronmental groups certainly boost bottom lines (Wexler [1996] p. 92).

The same kind of direct and indirect economic benefits have been found repeatedly in case studies of

e n e rgy efficiency and other types of waste-reduction investments (Romm [1994, 1999]; von We i t z s ä c k e r

et al. [1997]; Hawken et al. [1999]). 

The consequences of portraying the firm as operating on a static production-possibilities fro n t i e r

a re serious:

First, a mischaracterization of the full range of options (organizational, contractual, technologi-

cal, etc.) available to firms will lead to biased estimates of the cost of action to reduce pollution. In par-

t i c u l a r, the estimates of the cost will be too high, because no reductions in pollution will appear possible

without a cutback in activities that yield ord i n a ry profit. 

Second, mischaracterization of the production process adversely influences the design of policies

that might reduce pollution. If the model is set up to include only commodity-like factors of pro d u c t i o n ,

and if the firm is imagined to be maximizing its profit subject to a production function that includes only

these inputs, then the only policies that can reduce emissions are those that skew the input choices and
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make production less efficient given the technology. Such a view rules out a p r i o r i the efficacy of policies

such as voluntary initiatives by firms to reduce their emissions, the effects of changes in corporate cul-

t u re on the behavior of the firms, or the possible beneficial consequences of “benchmarking” of a firm ’s

practices against other firms’ environmental achievements. 

F i n a l l y, the standard approach m i s d i rects the search for insight into the process of corporate

c h a n g e. Exclusive adherence to an oversimplified re p resentation of production will foreclose learning lessons

f rom the modern theory of the firm as developed within the disciplines of economics, management science,

and organization theory, as well as from the accumulated knowledge of business practitioners themselves.

These are one set of the problems that characterize the conventional models as they are applied

to climate policy analysis, and recognizing them provides a strong justification for seeking to improve how

f i rms are re p resented in such studies.

C. A Network Model of the Firm

C l oser corresp on d ence bet we en up - t o - d ate the or i es of the firm and IAMs

w ould result in more rel i able an alysis of the effe c ts of cl i m ate pol i c i es. At the

p resent stage of knowledge, however, there is no single model of organizational behavior that commands

universal assent, so some experimentation and exploratory work with diff e rent organizational models

(emphasizing principal/agent problems, bounded rationality, etc.) is in ord e r. One of the most pro m i s i n g

avenues of investigation is to consider explicitly the consequences of the network stru c t u re of 

o rganizations. An intrinsic feature of all productive organizations is that they embody a set of channels of

communication and authority that mediate all the significant decisions and activities of the org a n i z a t i o n .

Any eff o rt to improve corporate perf o rmance must take account of the stru c t u res of communication and

c o n t rol. A realistic re p resentation of the decision-making process must recognize that in a large org a n i z a-

tion all the members are subject to re p o rting channels (including informal ones), acquire information fro m

diverse sources, and have varying responsibilities depending on their place in the organizational hierarc h y.

An immediate consequence of incorporating network stru c t u re into the model of the org a n i z a t i o n

is that the problem of perf o rmance enhancement becomes quite complex. The number of potential 

o rganizational network stru c t u res grows very rapidly with the size of the organization, so that an exhaus-

tive search for the “best” stru c t u re over all possible organizational forms would be unrealistically time-
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consuming. The complexity of finding optimized organizational stru c t u res means that in the real world the

s e a rch for improvements in stru c t u re must make use of heuristics (i.e., search techniques) and rules of

thumb, or rely on evolutionary selection mechanisms (such as survival of the more profitable firms and

the failure of the less fit ones), to produce improvements. These are just the kinds of processes that char-

acterize “bounded rationality” as that term has come to be understood. The trial-and-error nature of the

s e a rch for improvements means that not all outcomes will be ideal.

A model illustrating these ideas has been developed by DeCanio et al. (1999). A stylized org a n i z a-

tion perf o rms only two tasks, and perf o rmance on each task is contingent on the firm ’s network stru c t u re .

The first task corresponds to the adoption of a profitable innovation by agents in the firm .1 2 An example of

this type of task is investment in energy-saving technologies having a high rate of re t u rn, such as eff i c i e n t

lighting, variable speed motors, or appropriate cogeneration of heat and power.1 3 The adoption task can be

thought of as one type of improvement in a firm ’s environmental perf o rmance. The network stru c t u re of the

f i rm matters for the adoption task. While profitable innovations can be initially adopted anywhere in the

o rganization, agents or units making up the firm adopt it subsequently only if they are in communication

with others in the organization who have already adopted. The second task is a stylized version of pro d u c-

tion by assembly.1 4 This task consists of collection by a “central agent” of information that initially is dis-

tributed throughout the organization. It is an abstraction of the activities that are involved in assembling a

variety of primary inputs and intermediate goods into a final output, as in the case of production of fin-

ished commodities, or of re p o rts, business plans, or other forms of non-commodity output.

In both cases, the time it takes for the innovation to diffuse through the organization or for the

central agent to collect the production information is determined by the network stru c t u re of the connec-

tions between the agents. The faster the diffusion or collection, the greater the monetary re t u rn re a l i z e d

by the organization as a whole. However, maintaining the communications infrastru c t u re entails a cost,

and this cost increases with the “thickness” of network connections. Thus, there is a tension between

denser connectivity (which speeds the diffusion and collection of information) and sparser connectivity

(which costs less to maintain). The result of these opposing pre s s u res is that the organizational stru c t u re

chosen or evolved by the firm will depend on the parameters of cost and re w a rd .

Finding the o p t i m a l o rganizational stru c t u re is quite difficult, even in this stripped-down model set-

ting. It is unlikely that any simple formula or rule can pick out the best stru c t u re in all cases. However, by
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mimicking the processes that characterize biological evolution (i.e., mutation, re p roductive exchange of

i n f o rmation, and diff e rential selection according to fitness), one can develop methods to search for model

o rganizations that perf o rm well in computer simulations. The technical details of the search mechanism and

simulations are provided in DeCanio et al. (1999). Only the substance of the results will be described below. 

The most striking finding to emerge from the simulation experiments is that for any particular 

set of cost and re w a rd parameters, diff e rent organizational stru c t u res with roughly equivalent pro f i t a b i l i t y

may have quite diff e rent characteristics in their perf o rmance of the individual tasks. In part i c u l a r, it is

possible for diff e rent well-adapted organizations to have about the same pro f i t a b i l i t y, but for some of

them to perf o rm better than others with respect to environmental impact.1 5 Thus i m p roved enviro n m e n t a l

p e rf o rmance does not have to be purchased at the expense of profitability or pro d u c t i v i t y. Once the com-

plexities of organizational stru c t u re are taken into account, mutual re i n f o rcement between economic and

e n v i ronmental perf o rmance is not necessarily in conflict with basic economic principles. This result is a

version of the Porter Hypothesis (Porter [1991]; Porter and van der Linde [1995a,b]), that enviro n m e n t a l

p rotection and economic productivity can be complementary. This hypothesis is quite controversial from a

conventional neoclassical perspective (see, for example, Palmer et al. [1995]).

Other results are significant as well. Full optimization is difficult to achieve, even for very small

o rganizations perf o rming the simplified tasks of the model. Standard search algorithms often find local

optima that are distinct from the globally optimal stru c t u re. In other words, search pro c e d u res that work

by making incremental improvements can get “stuck” at a solution that is better than nearby points, but

inferior to what might be found if the scope of the search could be expanded to explore a larger re g i o n .

The model optimization problem is much less complicated than the problems faced by actual firms. Ye t

real organizations have to employ s o m e kind of search pro c e d u re in seeking to improve their perf o rm a n c e ,

and the model results suggest that those search algorithms are likely to be imperfect. The search can only

be conducted over a narrow range of all the possible situations, so that one cannot really know if a global

optimum has been found. Furt h e rm o re, search pro c e d u res typically depend on their starting point, so that

accidental or historical circumstances can influence the outcome. Thus, there is no re ason to expect that

the search methods employed by firms in the real world will routinely be able to find the optimal stru c t u r a l

configuration. This suggests that a failure of optimization is the normal state of affairs. 
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D. A New Perspective on Organizations and Environmental Protection

T he ol d-fashi oned econ omic framing of the probl em of env ironment al pro-

t e c t i on is one that emphasi zes tra d e - offs , c osts , and a conflict bet we en stron g

f i n an c i al perfor m ance and env ironment al st ew ardship. The consequence of this appro a c h

in IAMs has been to create an unexamined bias in thinking about how the climate change problem might be

a d d ressed. By getting “inside the black box” and examining how organizational stru c t u re can influence the

behavior and perf o rmance of the firm, one can see that the relationship between economic and enviro n m e n-

tal perf o rmance is more complex than it usually has been portrayed. 

It is possible to go beyond the formal model results to explore what they may imply for the prac-

tical question of how companies would be affected by policy initiatives to reduce GHG emissions. For

example, the government might re q u i re emitters of GHGs to pay for their right to emit. This could take 

the form of a carbon tax (with non-carbon GHG emissions taxed pro p o rtionally to their global warm i n g

potentials), a cap-and-trade system with some kind of initial allocation or auction of emissions permits, or

some blend of mechanisms. The prediction of conventional models would be that such a system would

impose costs on the economy because of the trade-off between reducing carbon emissions (which had

p reviously been free inputs to the production process) and the economic goals of firm s .1 6 A picture of the

interaction between corporate economic and environmental goals corresponding to the ord i n a ry assump-

tions is displayed in Figure 2. In this diagram, economic and environmental perf o rmance are opposed to

each other, and the conventionally assumed trade-off between them produces incompatibility among 

management priorities.

In contrast, the model described in Section C suggests a diff e rent relationship between the ord i-

n a ry economic goals of the firm and its environmental goals. In the network model, the infrastru c t u re of

the organization supports the full range of its activities, from generating sales revenue (through accom-

plishment of the production task as expeditiously as possible) to adoption of environmentally friendly

technologies. These complementary tasks give rise to the kind of relationship between economic and envi-

ronmental perf o rmance that is shown schematically in Figure 3. In this view, the environmental objectives of

the firm are intrinsic to overall operations rather than being an “add-on” that soaks up scarce resources.

Internal organization and managerial perspectives are such that the institutional changes and technological

innovations that contribute to the bottom line also support enhanced environmental performance.
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Organizational infrastructure, inter-

nal culture, and the incentives/moti-

vations of employees are aligned,

and all can strengthen the activity

of the firm along multiple dimen-

sions. Such a positive outcome is

not guaranteed, of course — the

task of management would be far

simpler than it is if it were easy to

coordinate the firm’s many 

objectives. Some kinds of environ-

mental clean-up activities will still

add to the costs of production,

because the real costs of waste dis-

posal have to be accounted for. The

underlying point, however, is that a

more integrated approach to the

joint activities of the firm (including

meeting environmental objectives)

may provide opportunities for pro-

ductivity gains through process

redesign, structural reorganization,

and mobilization of latent possibili-

ties for innovation within the firm.

• Financial Performance
• Productivity
• Market Share
• Customer Satisfaction
• Employee Motivation

Corporate Objectives

Environmental
Objectives

• Pollution Prevention
• Waste Reduction as
   Profit Opportunity
• Positive Public Image

Policy Instruments

• Performance Standards
• Market-based Incentives
• Information Dissemination
• Voluntary Programs

Consequences

• Financial and Environmental
   Objectives Complementary
• Positive Interactions with Regulators
• Organizational Interconnectedness

Mutually Reinforcing
Progress

Figure 3

Integrated Approach  to Environmental/Economic Goals

Policy Instruments
• Command and Control
• Technology Mandates
• Litigation

Consequences
• Trade-offs between Objectives
• Tensions with Regulators
• Organizational Fragmentation

• Financial Performance
• Productivity
• Market Share
• Customer Satisfaction
• Employee Motivation

Environmental
Objectives

Corporate 
Objectives

• Cleanup of Wastes
• Legal Compliance
• Avoidance of Liability

Pull Pull
Contested
Overlap

• Allocation of Capital
• Innovation Path
• Organizational Structure

Figure 2

Conventional View  of Conflicting Goals 
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E. Conclusions 

T his chapt er has sh own how convent i on al econ omic models do not ade-

qu at ely represent the behav i or of fir m s , l e a ding to misun d erst an ding ab out how

f irms inn ov at e, and to the presumpt i on of tra d e - offs bet we en env ironment al

and econ omic perfor m an c e. Mischaracterization of firms and production leads, in turn, both to

o v e restimates of the cost of reducing GHGs and to an overly narrow focus on GHG policy choices that

“have to hurt.” Conventional models cannot analyze policies such as promoting voluntary initiatives by

f i rms to reduce their emissions, fostering changes in corporate culture, or developing standardized methods

for benchmarking a firm ’s environmental management.

Based on the insights of the new institutional economists, business historians, and org a n i z a t i o n a l

theorists, it is possible to improve the way firms are modeled in climate policy analysis. This more re a l i s t i c

a p p roach makes clear that economic and environmental perf o rmance can be enhanced simultaneously

t h rough technological and organizational innovation. The challenge for economists is to develop ways to inte-

grate the modern theory of the firm into the forecasting and simulation analyses used to estimate the costs

and benefits of GHG reduction policies. The challenge for policy-makers is to encourage firms to innovate in

multiple dimensions to meet the dual objectives of climate protection and economic perf o rmance. 
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E n d n o t e s
1. These include various decade- (or longer) scale economic and energy forecasting models, particularly those

that seek to estimate the “cost to the economy” of alternative policies or targets for GHG emissions reductions. For

example, Weyant and Hill (1999) re p o rted the results of a set of Stanford Energy Modeling Forum runs of various “com-

putable general equilibrium” (CGE) models estimating the impacts of the Kyoto Protocol (were it to be implemented).

Computable general equilibrium models are re p resentations of the entire economy as a set of equations, assuming maxi-

mizing behavior by the economic agents and specifying that all markets clear or are in equilibrium. The models are

“computable” in the sense that the equations can be solved to yield predicted paths over time of the variables in the

model. In scenarios allowing emissions trading among Annex I countries (the relatively wealthy industrialized countries),

estimated costs to the United States of meeting the Kyoto target ranged from 0.2 percent to 0.9 percent of GDP in

2010, averaging 0.6 percent. This range does not include the estimate from the Oxford model, which is not a CGE

model. If there is no trading among Annex I countries, the GDP loss is gre a t e r, ranging from 0.4 percent to 1.9 perc e n t

and averaging 1.2 percent. 

In a similar vein, Laitner (1999, citing Council of Economic Advisers [1998]; Energy Information Administration,

[1998]; Koomey et al., [1998]; Hanson and Laitner, [1998]; and Laitner, Hogan, and Hanson, [1999]) summarized the

results of four analyses carried out by U.S. federal agencies on the potential impact on economic output and the path of

technological change of implementing the Kyoto Pro t o c o l ’s targets. Two of these studies employed CGE models and two-

made use of “macroeconomic” models (models allowing for transitory unemployment). The GDP impacts as of 2010

ranged from a net gain of 0.6 percent to a net loss of 1.7 percent, and averaged a net loss of 0.2 perc e n t .

Other examples of contemporary economic modeling of climate policies include Nordhaus (1994), Manne and

Richels (1992), Goulder and Schneider (1999), Jorgenson and Wilcoxen (1993), Edmonds et al. (1992; see also Fisher-

Vanden et al. [1993] and MacCracken et al. [1999]).

The estimates produced by models of this type vary considerably, and can even differ on whether the net

impact of GHG reduction policies is positive or negative. It is known that the quantitative outcomes depend to a larg e

d e g ree on the particular assumptions made at the outset of the modeling exercise (Repetto and Austin [1997]).

2. In some models, the role of the production function in some sector(s) is played by linear programming ro u-

tines that select technologies, or by estimated supply curves and/or substitution possibilities. In all these cases, some

s o rt of underlying mathematical relationship between inputs, outputs, prices, and other variables in the model  is

assumed. To avoid repetition, these specifications will all be described as the “production function” approach. 

3. For earlier re f e rences and a re v i e w, see DeCanio (1993).

4. Simon won the Nobel Prize in economics in 1978 for his work on bounded rationality. 

5. A comprehensive survey of the bounded rationality literature is given by Conlisk (1996). See DeCanio

(1999) for implications for climate policy analysis.

6. No attempt will be made to review or summarize here the vast amount of work that has been done in the

other fields. See Carley (1999), Page and Ryall (1998), Burton and Obel (1995), and Carley and Prietula (1994) for 

the flavor of this literature .
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7. An example of the kind of expedient re s o rted to in the conventional models is the choice of an exogenous

rate of “autonomous energy efficiency improvement” (AEEI) based on historical extrapolation or analysts’ judgment.

Recent attempts to incorporate endogenous technological change into long-term growth models are described in Chapter

II above, although these eff o rts have not been based on detailed analysis of what goes on inside firms. Section C of this

chapter discusses one example of an attempt to model how technology diffusion occurs within firm s .

8. The production possibility frontier is defined as the set of outputs such that an increase in any one must be

accompanied by a decrease in another (or others). In other words, the frontier re p resents the best the firm can do, in

t e rms of producing outputs, given a specified combination of inputs.

9. “Environmental quality” may be thought of as the inverse of emissions of pollutants. The pro d u c t i o n - p o s s i-

bilities frontier could just as easily have been drawn showing a trade-off between ord i n a ry output and emissions, with

lower emissions possible only with lower levels of ord i n a ry output. Environmental quality is used on the vertical axis in

keeping with the convention of showing the production-possibility frontier in terms of desirable goods.

10. Diagrams of this type have been presented in Bruce et al. (1996) and DeCanio (1997).

11. Recent detailed “bottom-up” engineering-economic studies have established that these opportunities can

be found across all the major sectors of the economy. A review of such studies is given in Union of Concerned Scientists

and Tellus Institute (1998). The most comprehensive recent bottom-up study is Interlaboratory Working Group (1997),

with a follow-up due to be published late in 2000. See also the special issue of E n e rgy Policy edited by Bernow et al.

(1998). Additional literature is cited in DeCanio (1998).

12. It makes no diff e rence here whether the “agents” making up the firm are individuals, teams, divisions, or

other functional units within the organization. 

13. These are common examples, but of course their profitability in particular situations depends on the spe-

cific circumstances. 

14. The terminology “associative task” has come into use to describe this type of stylized activity for historical

reasons that are described in DeCanio et al. (1999).

15. As noted above, the environmental impact of an organization is re p resented in the model by the org a n i z a-

t i o n ’s speed in adopting profitable energy-saving technologies.

16. It should be kept in mind that even in the conventional framework with a trade-off between (curre n t l y

unpriced) environmental objectives and ord i n a ry output, the introduction of environmental protection policies can be

w e l f a re improving due to the environmental benefits.
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I V. Climate Change and Intergenerational Fairness 

Richard B. Howarth, Dartmouth College

A. Introduction

Quest i ons of int erg enerat i on al fa ir ness are an es sent i al comp onent of

cl i m ate change pol i cy deb at es. It is widely recognized that the costs of GHG emissions abate-

ment will fall in substantial measure on the producers and consumers of the early- to mid-twenty-first

c e n t u ry. The benefits of sustained climatic stability, in contrast, will accrue to individuals and societies

living decades and perhaps centuries into the future. The design of optimal response strategies there f o re

depends strongly on the criteria used to balance the interests of present and future generations. 

Economic models of climate-economy interactions typically approach this problem using the con-

cepts and methods of cost-benefit analysis (IPCC [1996a]). The analyst invokes assumptions re g a rd i n g

the monetary value of the benefits generated by environmental quality and the economic costs of climate

change mitigation measures. Costs and benefits that occur in the future are then “discounted” relative to

the present. Discounting accounts for the perceived time pre f e rence of decision-makers, who prefer to

incur benefits sooner and costs later. By maximizing the discounted net benefits of emissions abatement,

the analyst identifies an “optimal” (or economically efficient) policy portfolio. Under standard assump-

tions, this approach suggests that comparatively low rates of GHG emissions control are economically war-

ranted (Nordhaus [1994]).

In recent years, skepticism has mounted among both analysts and policy-makers re g a rding the

use of the cost-benefit framework to evaluate climate change policy options. This skepticism is attributa-

ble to issues of uncertainty as well as ethics. In terms of uncert a i n t y, accurate cost-benefit analysis

re q u i res quite substantial amounts of data and information. Yet deep uncertainty surrounds both the

physical impacts of climate change and the value of environmental services to future society. Wo o d w a rd

and Bishop (1997) argue that questions of risk are poorly addressed in the current set of climate-econo-

my models. According to these authors, conventional cost-benefit analysis understates the value of pre-

c a u t i o n a ry action to reduce the threat of poorly understood, but potentially catastrophic, climatic impacts.
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In terms of ethics, critics allege that the discounting pro c e d u res of conventional cost-benefit

analysis involve the unfair treatment of future generations. Nordhaus, for example, follows the standard

practice of discounting future monetary benefits at an annual rate of roughly 6 percent — an assumption

that implies that one dollar of benefits obtained one century in the future is worth less than one cent of

benefits to contemporary society. Since conventional cost-benefit analysis attaches essentially no weight

to the interests of future generations, cost-benefit reasoning suggests that it might be “optimal” to

impose great burdens on posterity to achieve relatively modest short - t e rm benefits. Critics allege that a

decision of this sort would be difficult to reconcile with principles of fairn e s s .

The rationale for discounting is well known in economics. In markets for savings and investment,

individuals voluntarily agree to make interest payments to obtain loans that finance short - t e rm expendi-

t u res. A person who takes out a 30-year home loan at a 6 percent annual interest rate, for example, indi-

cates a willingness to pay over ten dollars three decades hence to obtain just one dollar in the present. In

a similar vein, creditors demand a positive re t u rn on investment in exchange for their decision to defer

p resent consumption until some future date. In a world where (all else equal) people desire their benefits

sooner and their costs later, market interest rates provide a measure of the rate at which people discount

the future in their own personal decisions. The cost-benefit criterion applies this private pre f e rence to

social decisions concerning environmental policy.

The philosophical issues surrounding discounting pro c e d u res have spawned vociferous debate in

both policy circles and the academic community. Nordhaus, for example, argues that climate change poli-

cies should be evaluated by the same criteria that private individuals use in evaluating investment

options. According to this logic, the discount rate employed in policy analysis should be equated with the

market rate of re t u rn. Other analysts argue that notions of individual time pre f e rence that lie behind mar-

ket choices are irrelevant to social decisions concerning trade-offs between the welfare of present and

f u t u re generations. Parfit (1983), for example, argues, “the moral importance of future events does not

decline at n p e rcent per year. A mere diff e rence in timing is in itself morally neutral.” Based on this re a-

soning, Parfit rejects the use of discounting.

The present analysis defers judgment on the merits of these moral arguments, focusing instead

on the implications of alternative climate change response strategies for the welfare of present and future

generations. The analysis employs a model of climate-economy interactions that explicitly accounts for
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the interplay between producers and consumers in a market economy, and for the role of public policies

in governing the global enviro n m e n t .

The study examines the implications of two major ethical frameworks in addition to conventional

cost-benefit analysis. The first, which is based on the views of environmental conservationists, holds that

p resent decisions should strive to achieve sustained climatic stability for the benefit of future generations

( B rown [1998]). In this perspective, unconstrained GHG emissions impose uncompensated harms —

including the potential for irreversible, catastrophic outcomes — that cannot be reconciled with the fair

t reatment of posterity. This position is closely tied to the stated objective of the Framework Convention on

Climate Change, which calls for the “stabilization of GHG concentrations in the atmosphere at a level that

would prevent dangerous anthropogenic interf e rence with the climate system.”

The second approach is based on the libertarian view that government intrusion on economic

f reedom should be limited to the fullest extent possible (Gray and Rivkin [1991]). According to this per-

spective, future generations are likely to enjoy living standards far better than those available in today's

s o c i e t y. In effect, costly eff o rts to control GHG emissions so that future generations might benefit fro m

i m p roved environmental quality amount to a transfer of income from relatively poor individuals in the

p resent to relatively rich members of future generations.

To be sure, the conservationist and libertarian perspectives differ substantially in their underlying

factual assumptions. Environmentalists tend to believe that climate change will impose quite substantial

and irreversible environmental costs, and that near- t e rm GHG emissions abatement would be re l a t i v e l y

inexpensive. Libertarians, in contrast, see environmental regulations as inherently costly, while often

questioning the benefits of present action to avoid future climate change. Libertarians tend to be more

optimistic that the impacts of climate change will be relatively minor, or that future generations will be

better able to avoid, or adapt to, these impacts. It should not be forgotten, however, that these views

reflect significant disagreements concerning the relative importance of pure market liberty and the need

to protect the natural environment for the sake of future generations. This paper will show that the cli-

mate change policies that emerge from these frameworks have interesting consequences for the distribu-

tion of welfare between present and future generations. 
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B. Analytical Approach

T he is sue of int erg enerat i on al fa ir ness is of t en si d est epped by econ om-

ic an alyses of cl i m at e - e c on omy int era c t i ons for two major re asons. First, analysts

tend to emphasize the short - t e rm costs of GHG emissions abatement and the potential impacts of climate

change over the next ten to one hundred years. While this time scale is of course much longer than those

employed in routine policy analysis, the fact remains that the full impacts of climate change are likely to

intensify over the course of several centuries. Understanding the impacts of emissions abatement policies

on the welfare of posterity there f o re re q u i res analysts to peer into the distant future .

Second, although climate change will impose diff e rential impacts on the welfare of present and

f u t u re generations, the standard models employed in the economics of climate change (see Nord h a u s

[1994]) fail to account explicitly for the standpoint of future generations. Such models assume that con-

ventional cost-benefit analysis offers a unique measure of “social welfare” that must, of necessity, be 

used to identify “optimal” policies. In technical terms, this approach is implemented by assuming that 

the economy behaves as if decisions re g a rding economy-environment trade-offs were made by a single

generation of human beings whose lives stretched from the present into the long-term distant future. 

This single generation employs conventional discounting, which gives very little weight to the very long

t e rm. While this approach may be sensible for analyzing problems with relatively short time horizons, it

o b s c u res the ways in which climate change policies will affect the distinct interests and welfare of pre s-

ent and future generations. 

To address these problems, the present study assesses the costs and benefits of climate change

over a quite long time horizon, emphasizing the impacts of alternative policy scenarios over the next four

h u n d red years. In addition, the analysis makes use of a so-called “overlapping generations” model (see

H o w a rth and Norg a a rd [1995]) in which the long-term behavior of the world economy is simulated in a

way that accounts for the separate decisions that members of present and future generations will make

over the course of their life spans. In place of a single measure of social welfare, the model explicitly

accounts for the impacts of climate change policies on the well-being of both present and future genera-

tions. Taking this approach sheds significant light on the questions of intergenerational fairness that are

so central to climate change policy debates.
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The details of the model are described in the Appendix. Before turning to the results, however, it

is useful to provide a brief synopsis of the model's main characteristics so that the findings of the analy-

sis may be viewed in proper context. At a general level, the model re p resents the interplay between the

world economy and the global environment under the assumptions developed by Nordhaus (1994) con-

c e rning population growth, technological change, and climate dynamics. But although Nordhaus stre s s e s

the cost-benefit criterion in a model that does not distinguish between the welfare of present and future

generations, the present model adapts his approach to account for the two issues identified above. The

work of Nordhaus was chosen for this purpose because it is arguably the best known and most influential

in the existing literature .

In the analysis presented here, routine economic decisions re g a rding production, consumption,

and investment are made by private individuals in the context of a market economy. Production is carr i e d

out by competitive firms that use inputs of capital and labor while generating GHG emissions as a by-

p roduct. Following Nordhaus, the model assumes that emissions abatement is economically costly, with a

50 percent emissions control rate reducing economic output by 0.9 percent. Unchecked emissions of

GHGs, however, give rise to environmental impacts such as sea-level rise, reduced agricultural pro d u c t i v i-

t y, biodiversity loss, storm intensification, and the spread of tropical disease. The value of these impacts

is measured in monetary terms under the assumption that a 3.0 ºC increase in mean global temperature

imposes costs equivalent to 1.33 percent of economic output (Nordhaus [1994]).

C. Policy Scenarios

T he an alysis here consi d ers the impl i c at i ons of three pol i cy re gi mes

that are based on al t er n at ive as sumpt i ons con c erning how cl i m ate chan g e

p ol i cy decisi ons sh ould resp ond to the perc e ived int erests of present an d

fut ure generat i ons. As was noted above, the model assumes that routine economic decisions are

made by producers and consumers in the context of free markets. However, since GHG emissions impose

e n v i ronmental costs that are not reflected in market prices, there is a potential role for public policy in

climate change. 

The first scenario, the l a i s s e z - f a i re baseline, is based on the libertarian perspective that deci-

sions re g a rding pollution control should be left in the hands of producers and consumers. Although the
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g o v e rnment plays a role in defending private pro p e rty claims and protecting citizens against fraud and

c o e rcion, GHG emissions remain unregulated in this model simulation.

The second scenario, the climate stabilization case, is based on the conservationist view that

f u t u re generations should enjoy the benefits of an undamaged natural environment. In this scenario, CO2

emissions are limited to the rate at which GHGs are removed from the atmosphere via natural pro c e s s e s

so that mean global temperature remains constant at its current (year 2000) level. The govern m e n t

implements emissions targets by imposing a carbon tax on private sector firms, and re t u rning the tax 

revenues to citizens. 

Since both the l a i s s e z - f a i re baseline and the climate stabilization scenario base public policy on

the strict protection of either market liberty or environmental quality without balancing the costs and ben-

efits of GHG emissions, both are subject to the criticism that they fail to attain economic eff i c i e n c y. A

policy regime is said to be economically efficient if it is impossible to enhance the welfare of one or more

members of society without making another worse off. According to economic theory, a policy is eff i c i e n t

if it maximizes the discounted value of net monetary benefits over time (Howarth and Norg a a rd [1995]).

Based on this standard theoretical argument, the third scenario bases climate change policy

decisions on conventional cost-benefit analysis, taxing GHG emissions to account for the incre m e n t a l

costs they impose on future society, and re t u rning the resulting tax revenues to consumers. In this 

scenario, the discount rate is set equal to the market rate of interest, which reflects the pre f e rences 

that individuals express re g a rding trade-offs between costs and benefits that are realized at diff e re n t

points in time.

Basing social choices concerning intergenerational trade-offs on the discount rates that people

use in their private decisions is a controversial practice. Broome (1992), for example, advocates an

a p p roach in which costs and benefits are measured in terms of human well-being rather than monetary

units, with equal weight attached to the welfare of present and future generations. The achievement of

economic efficiency through monetary cost-benefit analysis, however, re q u i res the use of discount rates

that reflect individual time pre f e rence. (See Howarth [1998] for a further discussion of these issues.)
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1. Scenario Results

As expected, the distinction between the l a i s s e z - f a i re and climate stabilization scenarios makes 

a pronounced diff e rence in terms of the evolving links between economic activity and environmental 

quality (see Table 1). In each scenario, the world economy develops from its initial state towards a long-

t e rm equilibrium in which all variables are (approximately) constant from the years 2420 onward. For 

purposes of discussion, it is useful to interpret the year 2000 as the “short - t e rm” and the year 2420 

as the “long-term future . ”

In the absence of policy inter-

ventions, CO2 emissions grow from 10.2

to 30.9 billion metric tons per year

between the years 2000 and 2420,

while mean global temperature rises by

8.0 ºC relative to the pre - i n d u s t r i a l

n o rm. A warming of this magnitude

rivals the temperature changes associat-

ed with the passage from ice ages to

i n t e rglacial periods, and would likely

give rise to quite substantial ecological

impacts. The climate stabilization sce-

nario, in contrast, re q u i res the limitation of CO2 emissions to no more than 1.1 billion metric tons per

y e a r. Thus, quite stringent limitations on carbon emissions must be imposed to achieve climate stability.

The carbon tax necessary to achieve these limitations is $560 per ton in the year 2000, increasing to

$1,081 per ton by the year 2420. (Monetary units are measured in constant-value 1989 dollars thro u g h-

out the analysis.) The precise rate of carbon control varies somewhat over time because of changes in the

atmospheric stocks of non-carbon GHGs such as methane and nitrous oxide that the model assumes are

independent of policy decisions. While one might question the finding that a $560 per ton carbon tax

could generate emissions reductions as large as those described in this table, this result follows dire c t l y

f rom Nordhaus' assumptions re g a rding emissions abatement costs. See Howarth and Monahan (1996) for

a review and discussion.

Table 1

Simulation Re s u l t s — Base Mo d el Ru n s

Year 2000 2105 2420

Consumption (1989 $/person/year)

Laissez-faire 4,058 10,467 14,664
Climate stabilization 3,791 10,027 15,271
Cost-benefit analysis 4,058 10,542 15,043

Carbon Tax (1989 $/metric ton)

Laissez-faire 0 0 0
Climate stabilization 560 855 1,081
Cost-benefit analysis  16 56 76

Carbon Dioxide Emissions (billion metric tons-carbon/year)

Laissez-faire 10.2 25.5 30.9
Climate stabilization 0.1 1.0 1.1
Cost-benefit analysis 8.6 19.6 23.9

Temperature Increase (ºC)

Laissez-faire 1.7 5.1 8.0
Climate stabilization 1.7 1.7 1.7
Cost-benefit analysis 1.7 4.6 7.1
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The l a i s s e z - f a i re and climate stabilization scenarios also differ markedly with respect to the dis-

tribution of economic welfare, measured in terms of per capita consumption, between present and future

generations. The use of consumption as a welfare measure deserves special comment. Conventional wis-

dom suggests that there may be a trade-off between the production of market goods and the achievement

of environmental quality. The question there f o re arises as to how per capita consumption accounts for the

value of environmental services. Following the assumptions of Nordhaus, the model assumes that climate

change damages occur through negative impacts on production activities — reduced agricultural output,

the flooding of coastal lands, increased health care costs, etc. Since production contributes to welfare

t h rough material consumption, “consumption” in this model accounts for the direct and indirect econom-

ic benefits that people derive from climate stability, as well as for the costs of GHG emissions abatement.

H o w e v e r, it excludes benefits that cannot be estimated in dollar term s .

Under the l a i s s e z - f a i re scenario, the uncontrolled increase in mean global temperature imposes

long run (year 2420) costs of $16 trillion per year, or 9 percent of economic output. The climate stabi-

lization scenario, in contrast, imposes short - t e rm (year 2000) costs of $1.7 trillion per year, or 7 perc e n t

of output. As one would expect, the l a i s s e z - f a i re scenario, in which per capita consumption rises fro m

$4,058 to $14,664 per year between 2000 and 2420, tends to favor the interests of present pro d u c e r s

and consumers. Under the climate stabilization scenario, in contrast, short - run consumption is re d u c e d

by 7 percent relative to the l a i s s e z - f a i re baseline, while long-term consumption is increased by 4 perc e n t .

This result, while contingent on the particular assumptions of the model, points to an intere s t i n g

and important qualitative conclusion. Libertarians sometimes argue that stringent eff o rts to conserve envi-

ronmental quality will “lock up” the re s o u rces re q u i red to support a healthy economy, thus compro m i s i n g

the welfare of both present and future generations. Yet the present analysis suggests that climate stabi-

lization might in fact substantially advance the interests of future generations in comparison with the

l a i s s e z - f a i re baseline. In this context, the global environment is a valuable asset that generates flows of

benefits to producers and consumers. Stabilizing climatic conditions for the benefit of future generations,

e n f o rced through strict limits on GHG emissions, augments the total wealth and life opportunities of

f u t u re society. In the long run, a healthy environment and material prosperity go hand-in-hand in the cli-

mate stabilization scenario.
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As was discussed in the preceding section, neither the l a i s s e z - f a i re nor the climate stabilization

scenario explicitly balances the costs and benefits of GHG emissions abatement. Accord i n g l y, neither of

these cases conforms to the goal of economic efficiency that supports the use of cost-benefit analysis.

One might suppose that making climate change policy choices through appeals to cost-benefit analysis

would confer significant benefits on both present and future generations.

The results of this analysis, however, suggest that this presumption is incorrect for the model

h e re. In line with the earlier results of Nordhaus (1994), setting climate change policies according to

cost-benefit criteria leads to relatively modest rates of GHG emissions abatement. In this scenario, CO2

emissions rise from 8.6 to 23.9 billion metric tons between the years 2000 and 2420, with a long-term

t e m p e r a t u re increase of 7.1 ºC. The temperature changes are close to those that arise under the l a i s s e z -

f a i re scenario, but the effective emissions reductions are 16 to 23 percent. Under the assumptions of

this scenario, the use of discounting pro c e d u res implies that little weight is attached to impacts that

occur in the distant future. Hence it is better to suffer the costs of future climate change than to bear the

p resent costs of aggressive emissions contro l .

Quite notably, the cost-benefit scenario has essentially no impacts on short - t e rm consumption or

economic welfare in comparison with the l a i s s e z - f a i re baseline, but it generates a 3 percent gain in long

run consumption. In comparison with the climate stabilization case, however, the cost-benefit scenario

involves a 7 percent increase in short - t e rm consumption but a 2 percent loss over the long-term future .

Put somewhat diff e re n t l y, moving from climate stabilization to cost-benefit analysis imposes uncompen-

sated costs of some $2.4 trillion per year on distant future generations. Of course, moving from l a i s s e z -

f a i re to cost-benefit analysis yields gains of a similar magnitude. A conservationist might object that

moving away from climate stabilization is morally unfair, just as a libertarian might object to imposing

s h o rt - t e rm economic costs for the benefit of the further future .

By looking at per capita consumption in particular years, one can see clearly the interg e n e r a-

tional trade-offs that are often obscured by discounting. Under the assumptions of the model, those living

in the year 2420 would be worse off under l a i s s e z - f a i re, better off under cost-benefit analysis, and still

better off under climate stabilization. Present producers and consumers, in contrast, would be better off

under the l a i s s e z - f a i re and cost-benefit scenarios, and worse off under climate stabilization. Although the
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p e rcentage diff e rences in the material standard of living are smaller in 2420 than they are in 2000, they

accumulate over a great many more years.

2. “High Damage” Scenarios

Following Nordhaus (1994), the base version of the model assumes that the costs of climate

change will be relatively modest, so that a 3 ºC increase in mean global temperature will impose costs

equivalent to 1.33 percent of economic output. Some analysts, however, question the validity of this

assumption. Scientists warn that climate change may have unforeseen impacts — a disruption of ocean

c i rculation patterns, an increase in the frequency and severity of extreme weather events, or substantial

reductions in biodiversity — that might impose devastating damages on future generations (IPCC

[1996b]; see also Chapter V of this re p o rt). To cover such contingencies, the analysis examines a set of

“high damage” scenarios in which a 3 ºC temperature rise imposes costs equivalent to 13.3 percent of

g ross world output, so that impacts are ten times more severe than in the base case.

Under this assumption, the diff e rences in welfare that occur under the l a i s s e z - f a i re, climate sta-

bilization, and cost-benefit simulations are greatly accentuated (Table 2). In the l a i s s e z - f a i re case where

C O2 emissions remain uncontrolled, per

capita consumption rises from $3,909

in the year 2000 to just $6,790 in

2420. A temperature increase of 5.8 ºC

imposes costs equivalent to a 49 

p e rcent reduction in long-term economic

output. The climate stabilization 

scenario, in contrast, gives rise to 

consumption levels that increase fro m

$3,652 per person in the year 2000 

to $14,533 in 2420. Relative to the

l a i s s e z - f a i re baseline, a relatively small

reduction in short - run consumption supports a 114 percent increase in long-term living standards. Under

these circumstances, the choice between the policy objectives of market freedom and climate stabiliza-

tion has crucial implications for the course of economic development.

Table 2

Simulation Re s u l t s — High Damage Scenarios

Year 2000 2105 2420

Consumption (1989 $/person/year)

Laissez-faire 3,909 6,883 6,790
Climate stabilization 3,652 9,545 14,533
Cost-benefit analysis 3,873 8,904 12,792

Carbon Tax (1989 $/metric ton)

Laissez-faire 0 0 0
Climate stabilization 560 851 1,076
Cost-benefit analysis  153 525 803

Carbon Dioxide Emissions (billion metric tons-carbon/year)

Laissez-faire 9.8 16.8 14.3
Climate stabilization 0.1 1.0 1.1
Cost-benefit analysis 4.7 5.2 4.3

Temperature Increase (ºC)

Laissez-faire 1.7 4.7 5.8
Climate stabilization 1.7 1.7 1.7
Cost-benefit analysis 1.7 2.9 3.1
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The “high damage” assumption gives rise to a cost-benefit optimum in which CO2 emissions are

limited to 4.7 billion metric tons in the year 2000 and 4.3 billion metric tons in the year 2420. The 

carbon tax necessary to achieve this carbon reduction is $153 per ton in the year 2000, rising to $803

per ton by the year 2420. Relative to the l a i s s e z - f a i re baseline, these figures re p resent emissions re d u c-

tions of a full 52-70 percent. Under this scenario, the long-term increase in mean global temperature 

is limited to 3.1 ºC, which involves somewhat more than a doubling in GHG concentrations relative to 

the pre-industrial norm. In comparison with the l a i s s e z - f a i re baseline, the cost-benefit criterion imposes 

a short - t e rm consumption loss of 1 percent that leads to an 88 percent increase in the long-term stan-

d a rd of living. In comparison with climate stabilization, however, cost-benefit analysis suggests policies

that impose uncompensated c o s t s of some $18 trillion per year on the long-term economy. Questions 

of intergenerational fairness must naturally be considered in evaluating the respective merits of these

t h ree scenarios.

D. Summary and Conclusions

Mo d els in whi ch the as sumed pol i cy obj e c t ive is to maxi m i ze the dis-

c ounted net benef i ts of GHG em is si ons ab at ement dom i n ate the econ om i c

an alysis of cl i m ate chan g e. In this setting, costs and benefits are measured in monetary units,

and the weight attached to the future impacts of climate change falls over time to account for the time

p re f e rence that people express in routine decisions re g a rding savings and investment. This approach is

exemplified by the well-known work of Nordhaus (1994), who constructs an “optimal growth” model in

which societal decisions concerning consumption, investment, GHG emissions, and all other economic

variables are made using a sophisticated version of cost-benefit analysis.

The analysis presented here departs from this existing literature in several respects. Rather than

modeling policy decisions as though society consisted of just one generation of people who sought to bal-

ance the costs and benefits of climate change over their individual life spans, the present analysis

employs an overlapping generations model that builds on the following facts: (1) people have finite life

spans; and (2) the impacts of GHG emissions will affect the welfare of present and future generations in

quite diff e rent ways. Put somewhat diff e re n t l y, the model supplants the notion that there is a single

notion of “social welfare” that is captured by conventional cost-benefit criteria, instead looking at the

t r a d e - o ffs that exist between distinct measures of the well-being of people who live at diff e rent points in
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time. In this model, independent decisions are taken by producers, consumers, and policy-makers in the

context of competitive markets. “Optimal growth” models, in contrast, are based on the notion of a hypo-

thetical central planner who manages all aspects of the economy.

The main conclusions of the analysis may be summarized as follows. Under standard assump-

tions concerning the costs and benefits of climate change, conventional cost-benefit analysis support s

relatively modest reductions in GHG emissions relative to a l a i s s e z - f a i re baseline in which emissions

remain unregulated. These emissions reductions, which take into account the discounted value of future

e n v i ronmental quality, have almost no impact on short - t e rm economic welfare but increase consumption

by roughly 3 percent for the years 2420 and there a f t e r. These results are familiar from the existing litera-

t u re and are not unique to this analysis.

But although the conventional wisdom asserts that the aggressive control of GHG emissions

would impair economic efficiency to the detriment of both present and future society, the analysis pre-

sented here suggests a rather diff e rent conclusion. A climate stabilization scenario, in which mean global

t e m p e r a t u re is maintained at its current level into the long-term future, leads to a 7 percent reduction in

s h o rt - t e rm (year 2000) consumption in comparison with the l a i s s e z - f a i re baseline. Climate stabilization,

h o w e v e r, supports long-term (year 2420) consumption levels that are $2.4-6.4 trillion per year h i g h e r

than those that arise when pollution control is either left to the market or governed by conventional cost-

benefit criteria. In an important sense, conservationists may be correct in their claims that climatic sta-

bility is an environmental asset that would confer substantial benefits on future generations, and that

GHG emissions would impose uncompensated costs on the long-term economy.

Why do the findings of this analysis diverge so widely from the conventional wisdom? To answer

this question, it is important to consider the key structural diff e rences that exist between optimal gro w t h

and overlapping generations models. In optimal growth models, rates of capital investment are coord i n a t-

ed with environmental policies to maximize the central planner's conception of social welfare. In part i c u l a r,

steps to protect environmental quality for the benefit of future society are matched by reductions in the

rate of capital investment. Hence if emissions abatement rates exceed their “optimal” (i.e. economically

e fficient) levels, the central planner chooses to spread the ensuing net costs over time so that both pre s-

ent and future society are made worse off. In overlapping generations models, in contrast, steps to pro-

tect environmental quality do not have similar effects on market decisions re g a rding capital investment,
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at least in the case where savings and investment are motivated by self-interest as opposed to an altru i s-

tic concern for future generations (see Howarth [2000]). Hence climate stabilization can provide benefits

to future generations without causing offsetting reductions in capital accumulation. A similar issue arises

in the so-called “Ricardian equivalence” literature in macroeconomics, which concerns the impacts of

taxes and public expenditures on long-term economic perf o rmance. Although optimal growth models sug-

gest that government budget deficits should have no impact on economic growth, Auerbach and Kotlikoff

(1987) show that deficits can have major impacts in overlapping generations models.

The relative merits of the l a i s s e z - f a i re, climate stabilization, and cost-benefit scenarios must, of

course, be judged through explicit appeals to ethical concepts. While some argue that today's pro d u c e r s

and consumers should be free to pursue their interests in the absence of undue regulation, others arg u e

that the benefits of an undiminished natural environment should be protected and sustained from genera-

tion to generation. How to combine these arguments with a concern for economic eff i c i e n c y, in which pol-

icy strategies are evaluated in terms of their net monetary benefits, introduces philosophical issues that

a re beyond the scope of the present discussion.

F i n a l l y, the analysis considers a set of “high damage” scenarios in which a 3.0 ºC increase in

mean global temperature would impose environmental costs equivalent to about 13 percent of economic

output — a level that is ten times higher than the losses that occur in the base version of the model.

Under this assumption, the cost-benefit criterion suggests emissions control rates that rise from 52 per-

cent to 69 percent between the years 2000 and 2105, and the failure to reduce GHG emissions leads to

dramatic reductions in long-term economic growth. Since this empirical assumption is within the bounds

of respected expert opinion, this result suggests that it is not safe to assume that climate change will

impose small and manageable costs on posterity. As Wo o d w a rd and Bishop (1997) point out, the threat of

climate change involves questions of risk and uncertainty that are not easily resolved using conventional

economic methods.
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Appendix: Overlapping Generations Model Description

The analysis described above employs a simplified model of the links between climate change

and the world economy that was developed by Howarth (1998). The assumptions of this model are based

on the well-known work of Nordhaus (1994), who provides a concise re p resentation of climate dynamics

and the technical determinants of economic growth. Nordhaus focuses on an “optimal growth” model in

which societal decisions concerning consumption, investment, and other economic variables are based on

the principles of cost-benefit analysis. The present study, on the other hand, makes use of an altern a t i v e

specification in which the behavior of the overall economy is determined by the individual decisions of

p roducers and consumers. 

The model considers a market economy in which goods and services are produced using inputs 

of capital and labor. Economic output is divided between consumption and investment, and production 

is carried out by competitive firms seeking to maximize their profits given the prevailing prices of inputs

and outputs. In the model, and in re a l i t y, wages and salaries account for three quarters of the value of

economic output while capital accounts for the re m a i n d e r. The assumption in the model is that (given

fixed inputs) technological change augments the level of output at an initial rate of 1.4 percent per year.

In line with standard demographic projections, human population rises from its present level of about 

6.0 billion persons to 10.5 billion in the long run future. Population growth is concentrated in the next

one hundred years, during which four-fifths of the total increase occurs. The model assumes that the sup-

ply of labor is pro p o rtional to total population. Individuals earn wage income by providing labor serv i c e s

to employers in the production sector.

Decisions concerning savings and investment are made by private individuals. A typical person

lives for seventy years, investing part of her income in youth to finance increased consumption in old age.

Savings are invested in capital goods at the prevailing interest rate, which reflects the incremental contri-

bution that increased wealth makes to future economic activity. The model's assumptions about consumer

p re f e rences are chosen to match expected rates of economic gro w t h .
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The model assumes that emissions of C02 i n c rease in pro p o rtion to economic output. In the

absence of emissions abatement policies, emissions in the year 2000 amount to some 0.37 kg-carbon

per dollar of output. Due to technological innovation, the ratio of emissions per unit output falls at an ini-

tial rate of 0.55 percent per year. The model assumes that emissions abatement, although technologically

feasible, is economically costly. A 50 percent reduction in C02 emissions re q u i res a 0.93 percent re d u c-

tion in economic output. Abatement costs rise to 6.86 percent of economic activity when emissions are

fully contro l l e d .

The model rests on a simple, but analytically tractable, re p resentation of climate dynamics.

A p p roximately two-thirds of C02 emissions go into the atmosphere, while the remaining third is absorbed

by the biota and the surface waters of the oceans. Once in the atmosphere, a typical CO2 m o l e c u l e

remains airborne for 120 years. Thus anthropogenic emissions of C02 a re removed from the atmosphere

to the deep ocean at an effective rate of 0.833 percent per year.

Climate change is driven by the accumulation of both C02 and other GHGs in the atmosphere .

The model treats stocks and flows of non-C02 GHGs as beyond the control of policy decisions; as the

model is specified, these gases (which include chloro f l u o rocarbons, nitrous oxide, and methane) elevate

mean global temperature at a rate that rises from 0.47 ºC in the year 2000 to 1.0 ºC in the long ru n

f u t u re. The impacts of these gases, however, are small in magnitude when compared with the influence 

of CO2. The model assumes that mean global temperature increases with the level of total GHG concen-

trations, measured in terms of C02 equivalent. A doubling of GHG concentrations relative to the pre -

industrial norm (i.e., the prevailing conditions of the late nineteenth century) causes a net temperature

i n c rease of 2.91 ºC. 

A critical aspect of the model is its assumptions concerning the damages imposed by climate

change. Following Nordhaus (1994), the model assumes that a 3.0 ºC temperature increase imposes envi-

ronmental costs equivalent to a 1.33 percent reduction in economic output, while a 6.0 ºC temperature

i n c rease leads to a 5.32 percent output loss. The level of damages is pro p o rtional to economic activity.
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V. A Simple Climate Model Used in Economic Studies of Global Change

Stephen H. Schneider, Stanford University, and 

Starley L. Thompson, Complex Systems Research, Inc.

A. Taking Surprises into Account

An alysts need to do a bet t er job of chara c t erizing cl i m ate “sur pr ises” —

the low -prob ab il i ty but hi gh - c onse quence sc en ar i os — that are dr iving much 

of the int er n at i on al con c ern ab out cl i m ate chan g e. C u rre n t l y, most analyses rely on

models or projections that assume “smooth behavior” — i.e., the climate responds slowly and pre d i c t a b l y,

gradually warming as atmospheric GHG concentrations increase. In re a l i t y, the global climate is a com-

plex system that could behave quite err a t i c a l l y. The circumstances that could drive such behavior have 

to do with physical and biological characteristics of the climate system itself, as well as the rate of GHG

b u i l d u p .

This paper describes a climate model that is both simple enough to use in economic studies, 

and complex enough to explore the causes and consequences of one major type of “climate surprise” — 

the weakening and even collapse of the “conveyor belt” circulation of the North Atlantic Ocean. This 

p a rticular climate surprise is probably the best-understood and largest plausible effect of its kind. The

model will enable re s e a rchers and policy-makers to see more clearly the range of possible futures that

could result from current policy choices. 

B. Coupling of Simple Climate and Economic Models

C l i m ate pol i cy an alysis incre asi n gly has relied on int e grated as ses s-

ment models (IAMs) whi ch couple cl i m ate models to econ omic models to

d er ive “opt i m al” carb on ab at ement me asures. Because of its simplicity and relative 

t r a n s p a re n c y, the Nordhaus (1992) Dynamic Integrated Climate Economy (DICE) model is widely used.

Such IAMs often make numerous simplifying assumptions in all sub-components. This has led to a num-

ber of critical studies pointing out that alternative — but comparably plausible — sets of stru c t u r a l

assumptions can produce very diff e rent results. In part i c u l a r, re s e a rchers have studied altern a t i v e
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assumptions about: (1) the mechanisms and rates at which nature removes carbon from the atmosphere ;

(2) discount rates (which express society's preference to obtain benefits sooner and incur costs later); and 

(3) technology improvement.

Such optimizing IAMs determine the optimal carbon control rate by balancing the economic costs

of climate policy — usually a carbon tax imposed on a perfectly functioning market economy — against

the economic costs of unabated CO2 buildup. That buildup causes climate change — calculated by a sim-

ple climate sub-model — which, in turn, is assumed to create “climate damage.”  Nordhaus (1992) uses

only one “damage function” (i.e., the assumed mathematical relationship between the amount of climate

change and the loss of economic assets associated with that level of climate change) in his DICE model.

DICE is a simple energy-economy model for the aggregate world economy coupled to the comparably sim-

ple “two-box” (ocean and atmosphere) global-scale climate model of Schneider and Thompson (1981). 

Even though DICE is a model with smoothly varying components (i.e., no “surprises” built in), it

is still quite sensitive to assumed climate damage relationships. Roughgarden and Schneider (1999) used

a probability distribution for damages to show this sensitivity. The resulting probability distributions for

“optimal” carbon taxes show about a 5 percent chance that such a tax should be negative — i.e., a sub-

sidy to fossil fuel burning. They also indicate that there is about a 5 percent chance that the optimal tax

should be about $200 per ton carbon emitted, which would sharply curtail burning coal, and constrict oil

consumption significantly. The only diff e rence between these radically diff e rent policies is the assumed

climate damage associated with a given level of smoothly varying climate change. While the use of a

p robability distribution of damage functions clearly expands the range of optimal policies the model “re c-

ommends,” to date none of the many studies using DICE with alternative formulations or parameters1 h a s

used a climate model that produces rapid non-linear events. 

The Schneider and Thompson (1981) model is capable only of smooth behavior. Smooth behavior

is what most conventional analyses like DICE assume — i.e., a pro p o rtionate increase in temperature for

each increment in GHG buildup, rather than abrupt or threshold climatic responses to smoothly incre a s-

ing GHG concentrations. However, as noted in Houghton et al. (1996), “non linear systems when rapidly

f o rced are subject to unexpected behavior.”  A non-linear system is one in which a given increment of

f o rcing produces dispro p o rtionate responses — such as a “flip-flop” in ocean currents, or a rapid 

disintegration of an ice sheet.
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T h e re f o re, the authors extended the original “C” (for “Climate”) in DICE to a new model. This

new model, while retaining many of the pro p e rties of the smoothly varying 1981 Schneider/Thompson cli-

mate model, now includes mathematical relationships that allow it to mimic the behavior of complex

t h ree-dimensional coupled atmospheric and oceanic sub-models. In part i c u l a r, the new model includes a

non-linear effect of the rate of increase of GHG concentrations, which most current models neglect. The

rate of GHG buildup may be as important a driver of climate effects as the absolute level, especially in

causing climate surprises that might not otherwise have been triggered if GHG buildups were slower.

Such complex models produce abrupt, non-linear behavior, in particular the collapse of the so-called

“conveyor belt” circulation of the North Atlantic Ocean, when rapid GHG buildups are assumed.

The new model is designed to re p roduce the climate behaviors anticipated by re s e a rchers in the

climate community. The purpose here is to produce a tool that: (1) is relatively simple; (2) is capable of

both exhibiting non-smooth behavior and taking into account the rate of GHG buildup; and (3) can be

coupled to economic models like DICE and still be computationally efficient enough to allow many

repeated simulations on modest computers. This new tool is called a Simple Climate Demonstrator (SCD),

and its pro p e rties and perf o rmance are explained below. 

C. The Need for an Improved Climate Model Component

L arg e, thre e - di mensi on al numer i c al models of Ear th's cl i m ate syst em

have been the reference st an d ards for gl ob al change rese arch for several

d e c a d es (Washi n g t on and Parki nson [1986]). In the past, most of these models have been

essentially atmospheric models with grossly simplified or non-existent re p resentations of oceans. The

1990s saw the replacement of these earlier climate models with “fully coupled” (i.e., atmospheric sub-

models joined with oceanic sub-models) atmosphere-ocean models that simulate ocean currents as well as

atmospheric winds to represent better the actual interactive climate system (Houghton et al. [1996]).

The addition of an interactive and circulating ocean sub-model led to some interesting model

behaviors that did not occur in the older atmosphere-only simulations. The appearance of El-Niño-like

variability (i.e., a large oscillation in temperatures and precipitation across the Pacific Basin associated

with radical shifts in drought and flood regimes) is one example. Perhaps more import a n t l y, the new 

coupled models exhibit what was once thought of primarily as a mathematical curiosity, namely the ability

to have two very diff e rent stable climate states for identical forcings (Manabe and Stouffer [1988], and
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Rahmstorf [1995]). (Forcings are pressures put on the climate system from outside of the system.

Changes in the heat output of the sun, or changes in the atmopheric concentrations of GHGs from human

emissions, are examples of such “forcings.”  By analogy, the climate states can be likened to the two

positions of a light switch (on or off), where each position is stable indefinitely unless modified by an

external force (e.g., a finger pushing the switch with sufficient pressure)).

In the case of the Earth's cli-

mate over the past 10,000 years, the

two stable states manifest themselves

as two very different values for the

strength of the overturning circulation

in the Atlantic Ocean. The Gulf

Stream that warms Europe is part of

this circulation. This circulation, as

depicted in Figure 1, is driven by the

sinking of cold, dense water at high

latitudes and forms part of the global

ocean “conveyor belt” (Broecker

[1991]). The circulation is called

“thermohaline” because the density

differences that drive it are deter-

mined by temperature and salinity dif-

ferences. The thermohaline

overturning circulation can be idealized as the sinking of dense plumes of water at high northern latitudes (blue

lines in Figure 1), followed by transport southward in the deep ocean. Upwelling at lower latitudes and return

flow northward in the upper ocean (brown lines in Figure 1) complete the circuit. The two modeled stable

states for this flow are: (1) similar to present day, and (2) no conveyor belt flow at all. The “no flow” case is

referred to as “overturning collapse” or the “thermohaline catastrophe.”

This “two-solution” behavior found in climate models would be a mere mathematical oddity if 

it were not for the profound influence of the Atlantic overturning circulation on climate, particularly the

Figure 1
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climate of the North Atlantic and western European region. We s t e rn Europe is up to 15 ºC warmer in win-

ter than it would be if the heat transported nort h w a rd by the thermohaline overt u rning circulation were to

cease (e.g., Schneider et al. [1987]). More o v e r, the potential for thermohaline circulation collapse is not

just some model artifact. The paleoclimatic re c o rd clearly shows a dozen or more incidences of re d u c e d

or partially collapsed mode of thermohaline circulation. Why did the circulation change mode in the past?

Scientists believe that, during glacial periods, the ice sheets partially collapsed, and discharged larg e

amounts of freshwater into the North Atlantic in the form of massive iceberg releases (Broecker et al.

[1985] and Seidov and Maslin [1999]). Because fresh water is less dense than salt water, this fre s h

water formed a layer at the surface of the Atlantic that inhibited sinking and encouraged sea ice form a-

tion. The sea ice, in turn, blocked the easy transfer of heat from the ocean to the air that blows over

E u rope. This caused much colder than normal conditions in Nort h e rn Europe. (See Figure 1 which shows

the locations of the thermohaline circulation centers.)

Although the circulation went into weak circulation modes during cold climates in the past, this

h i s t o ry is still highly relevant to a much warmer future. Any process that acts to lessen the density of the

n o rt h e rn Atlantic Ocean can reduce or even collapse the overt u rning circulation. Freshwater has con-

tributed to these changes during the most recent glacial period. Massive freshwater input from collapsing

ice sheets cannot occur similarly today since the glacial age ice sheets are gone, but increasing tempera-

t u re and precipitation from global warming may be another trigger for thermohaline collapse.

Wa rming directly reduces the density of surface oceanic waters, thereby causing a reduction in

sinking potential. In addition, warming could result in atmospheric storms transporting more fresh water

to the North Atlantic from enhanced evaporation in lower latitudes. Either process (direct warming, or

injection of fresh water) would slow down both the sinking rate of cold water in the north, and the rate at

which surface currents of waters from the south bring warm, salty water towards higher latitudes (e.g., the

Gulf Stream in the case of the North Atlantic — see Figure 1). Because north-south temperature diff e r-

ences drive the transport of southern waters north, extra greenhouse heating in the north would re d u c e

the nort h w a rd flow of warm Gulf Stream waters. This reduction in warm inflow by itself would serve as a

stabilizing negative feedback on the reduced circulation resulting from the initial warming. In other

w o rds, the reduction in the thermohaline circulation tends to be self-limiting. A circulation re d u c t i o n

allows the system to cool down, re c reate dense surface waters, and thus maintain the sinking. 
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At the same time, however, reducing the strength of the Gulf Stream from either a warming or a fre s h e n-

ing of nort h e rn surface waters would reduce the flow of salty subtropical water into the North Atlantic.

This would reduce the salinity of the water, and thus further reduce cold water sinking, thereby serving as

a destabilizing or positive feedback on the reduced overt u rning rate. The rate at which the system is

pushed could determine whether the positive or negative feedbacks dominate, and control whether the

t h e rmohaline catastrophe occurs, or merely a weakening followed centuries later by a re c o v e ry. 

Climate modelers now understand the importance of correctly simulating ocean circulation 

in their models. Current comprehensive models differ not only in their overall climate sensitivity, but 

also in how well they simulate the present-day thermohaline circulation and its response to global 

w a rming scenarios (Rahmstorf [1999]). Researchers developed simple climate models two decades 

ago (e.g., Schneider and Thompson [1981]) to aid in understanding the climate system, to explore tran-

sient (i.e., time-evolving) responses, and to facilitate coupling to other models, such as economic models.

F u rther developments of such models have lagged behind in including the “on/off switch” non-linearities

that are also called “surprise” scenarios (e.g., Houghton et al. [1996]).

A goal for this study is to develop a “next-generation” simple climate model that would demon-

strate behaviors similar to those found in much more complex models; hence the name “Simple Climate 

D e m o n s t r a t o r,” or SCD. Primary objectives are that the model be simple enough to understand thoro u g hl y,

and computationally efficient enough to be useful for coupling to similarly simplified economic models.
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D. The Simple Climate Demonstrator Model

The SCD model represents the world as five geographic regions, or

boxes, in the Northern Hemisphere (see Figure 2). Thus the authors assume a priori 

that the qualitative fea-

tures of the climate sys-

tem of interest can be

reproduced with only the

Northern Hemisphere.

The fundamental proper-

ties of the boxes are

their size, location and

connectivity. As shown 

in Figure 2, there are

four surface boxes and

one deep ocean box.

The two Atlantic sector surface boxes represent an idealized ocean 60º of longitude wide extend-

ing from the equator to 70º north (70N). This is a rough approximation of the geographic extent of the

actual north Atlantic. The other two surface boxes represent the mixture of land and ocean that is “non-

Atlantic” and are 300º of longitude wide. The latitude range of the northern boxes, 50N to 70N, is cho-

sen to approximate the location of deep-water formation in the North Atlantic. The boxes of the SCD

model are connected by flows of thermal energy and freshwater (or salinity). A modeled thermohaline

overturning circulation connects the three ocean boxes. A further description of the SCD model is con-

tained in the Appendix.

Numerous tests were done to characterize the response of the model to changes in climate forc-

ing. As found in other models, SCD exhibits two stable states. One state has a substantial overturning cir-

culation of about 20 Sverdrups (1 Sverdrup = 1Sv = one million cubic meters of seawater per second).

The second state has no overturning. Lowering the density of the water in the northern upper ocean box

can trigger a jump from the overturning to the no-overturning state. This can be accomplished by increas-

ing either the temperature or the amount of freshwater injected, both of which are likely to occur with
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increasing CO2. To move from the no-overturning collapsed state back to a “normal” circulation requires a

large decrease in global temperature, or a large increase in salinity. The model produces a temporary, or

transient, thermohaline circulation reduction or permanent collapse if the salinity of the northern upper

ocean box is perturbed in a way that mimics a massive freshwater input from melting icebergs. Since the

SCD model is designed to behave in this way, its ability to replicate this paleoclimatic history is comfort-

ing, but not definitive. More work will need to be done to see if the paleoclimatic record of the North

Atlantic can be used to ensure that the SCD takes past climate behavior into account more precisely (see

Rahmstorf and Ganopolski [1999], for further discussions).

E. Global Warming Applications

1. Varying the CO2 Stabilization Concentration

The SCD model was used to simulate global climate change from pre-industrial atmospheric con-

centrations of about 280 parts per million by volume (ppmv) CO2 (current concentrations are about 370

ppmv) for the years 1800 to 2500 AD for four atmospheric CO2 scenarios, as shown in Figure 3. In each

case the CO2 concentration follows the historical curve until 2000. After 2000, the concentration follows

an approximation of the IPCC IS92a “Business as Usual” (BAU) curve, which effectively has a 0.61 per-

cent per year exponential

growth rate. The curves

depart from the BAU expo-

nential growth and stabilize

at the arbitrary values of

450, 750, 1050, and 1350

ppmv. (The values of 450

and 750 ppmv have often

been used to provide a plau-

sible range of stabilization

concentrations. However,

larger atmospheric concen-

trations are expected for

2150 and beyond, unless

Figure 3
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Note: Four time-dependent atmospheric CO2 concentration scenarios used in the SCD model. 
Each starts with the historical CO2 increase to the present day, then moves into the future 
following the IPCC IS92a scenario. The effective exponential CO2 increase rate after the year 
2000 is 0.61% per year. Each scenario falls away from the exponential increase and stabilizes
at the value shown.          
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there is a significant shift away from fossil fuel-based energy systems, a major improvement in energy

efficiency, or massive carbon sequestration2 programs implemented over the next 50 to 100 years (e.g.,

Hoffert et al., [1998]). Even stabilizing CO2 emissions sometime late in the twenty-first century at twice

the present levels would lead to a century of more growth in CO2 concentrations, which would stabilize in

the twenty-second century at well above a doubling of present concentrations. Thus, the higher values of

1050 and 1350 ppmv are quite plausible scenarios as well, even though it is often assumed that humans

would act to curb CO2 emissions before such high concentration levels were reached. The model was run

with a global climate sensitivity of 3.0 ºC (i.e., a 3.0 ºC global surface air temperature warming for an

equilibrium3 doubling of CO2 concentrations). This sensitivity is in the middle of the IPCC range of 1.5 ºC

to 4.5 ºC (Houghton et al., [1996]).

The global mean surface temperature change and the ocean circulation overturning strength are

shown in Figures 4 and 5, respectively. The temperature response is straightforward except in the case 

of the highest CO2 concentration. In this case, the temperature displays anomalous behavior at year 

2200 and actually decreases below that of the next highest CO2 concentration case (i.e., 1050 ppmv). The

cause of the global temperature

behavior can be found in the ocean

circulation overturning strength

(Figure 5). In the lower CO2 con-

centration cases, increasing CO2

causes the overturning to weaken

temporarily. The overturning then

slowly recovers to near 20 Sv as the

time-dependent temperature and

salinity perturbations fade after sev-

eral thousand years of stabilized

CO2 concentrations (not shown).

In the highest CO2 concen-

tration case, the overturning circu-

lation collapses permanently, as

Figure 4
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Note: Global average surface temperature change from the SCD model given the 
four CO2 scenarios in Figure 3. In these cases, the model's climate sensitivity is 
3.0 ºC (i.e., a global mean increase of 3 ºC for a climate in long-term equilibrium 
with doubled CO2). Note that stabilizing at 1350 ppmv produces an anomalous 
cooling of the global temperature as a result of the collapse of the North Atlantic 
thermohaline overturning  circulation.
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opposed to merely slowing

down. The overturning col-

lapse causes a loss of heat

transport to the north ocean

surface box, which then cools

substantially. This northern

cooling increases snow cover

and sea ice, thus actually

reducing the global mean

temperature compared to

what it would be without the

overturning collapse.

The model was test-

ed to see if reducing the CO2

concentrations back toward

pre-industrial levels could force the collapsed circulation back to “normal.”  The model showed that the

CO2 concentration would have to be reduced to around 100 ppmv to accomplish this. This value is proba-

bly lower than has ever occurred on Earth, and is not likely to be photosynthetically acceptable for natural

ecosystems and agriculture, even if it were physically possible to attain. An emergency reduction of the

atmospheric CO2 concentration is an unlikely remedy for reversing a thermohaline catastrophe once it

occurs, given such non-linear, hysteresis behavior. (Hysteresis means that a system forced to change will

not be restored to its previous state when that forcing is removed, but that an additional forcing in the

opposite direction to the original forcing is needed to restore the system to its original state.)

The temperature response of the northern upper ocean box is very different depending on

whether the overturning circulation collapses or not. This is as expected, and it agrees qualitatively with

paleoclimatic observations and with several available simulations of this event (i.e., Schneider, Peteet,

and North [1987] and Rahmstorf and Ganopolski, [1999]). After a thermohaline collapse, the north

ocean box stabilizes at a temperature that is colder than the present day by about 8 ºC, even though the

globe as a whole warms by 3.6 ºC. This would lead to the seemingly self-contradictory condition in which

Figure 5
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the world warms well beyond the range experienced over the past 10,000 years — the era during which

human civilization evolved — while the North Atlantic, and quite possibly part of Nort h e rn Europe could

cool. Such an event would clearly re q u i re revisiting the smoothly varying climate damage functions typi-

cally used in current generations of IAMs.

2. Va rying the Climate Sensitivity

The actual sensitivity of the Earth's climate to CO2 is unknown, but generally thought likely to be

in the range of 1.5 to 4.5 ºC per CO2 concentration doubling in equilibrium. However, many scientists

assign subjective probabilities of some 10 percent to the possibility of climate sensitivity being outside

(either greater or lower than) this range (e.g., Morgan and Keith [1995]). To test the dependence of the

model's circulation response to its climate sensitivity, four simulations were perf o rmed with climate sensi-

tivities of 1.5 ºC, 2.25 ºC, 3.0 ºC, and 4.5 ºC per CO2 doubling. Each case uses the same CO2 s c e n a r i o ,

namely the 750-ppmv-stabilization case shown in Figure 3. 

The ocean circulation temporarily slows by 25 percent to 50 percent in the cases having the

t h ree lowest sensitivities. The ocean circulation collapses at the highest climate sensitivity used here. In

the case with circulation collapsing, neither the CO2 stabilization value (750 ppmv) nor the high climate

sensitivity (4.5 ºC) is implausible, although the climate sensitivity is near its generally accepted upper

limit. In future simulations it would be more appropriate to use subjective probability distributions for all

feasible parameters, including climate sensitivity and CO2 concentration stabilization levels (see, for

example, Schneider [1997]).

3. Va rying the Present-Day Overt u rning Rate

Just as comprehensive climate models have diff e rent sensitivities to CO2 i n c rease, they also have

v a rying rates of thermohaline overt u rning circulation in their unperturbed, present-day “control” cases

( R a h m s t o rf [1999]). Scientists are uncomfortably uncertain  about the detailed geographic locations and

even the overall average strength of the present day overt u rning. Current comprehensive models pro d u c e

“ c o n t rol” circulations varying from 10 Sv to over 40 Sv in the average strength of overt u rning. It seems

plausible that a model with a stronger present-day circulation would be less prone to a circulation col-

lapse than one having a weak present-day circulation since the stronger the initial circulation, the more

flexibility it has to change before reaching the instability point. By analogy, if an object were left on a
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table that was often getting bumped, the object would be more likely to fall off if it started out closer to

the edge of the table than to the middle. To test this hypothesis, the SCD model was adjusted to create a

“ s t rong” control case having 40 Sv of overt u rning and a “weak” control case having only 10 Sv. All else

was kept the same. The 750 ppmv CO2 stabilization scenario was then run for the four climate sensitivi-

ties of 1.5 ºC, 2.25 ºC, 3.0 ºC, and 4.5 ºC per CO2 d o u b l i n g .

As conjectured, the “strong” overt u rning model version does not show a collapse even for the

highest climate sensitivity (4.5 ºC), but the “weak” version shows a collapse for both the 4.5 ºC and 

3.0 ºC climate sensitivity cases.

This result indicates that the modeler's assumption re g a rding the present day overt u rning rate is

p robably an important factor in the model's sensitivity to thermohaline collapse (e.g., Rahmstorf [1999]).

Variation in the assumed initial overt u rning rate, combined with variations in the model's climate sensitiv-

i t y, probably explains much of the diff e rences in sensitivity to thermohaline collapse found among mod-

els. Furt h e rm o re, there is yet a third geophysical process that introduces further uncert a i n t y, but which

we have not considered in the SCD: hydrological sensitivity (see Rahmstorf and Ganopolski [1999]),

which is the amount of fresh water transported via the atmosphere to the North Atlantic from water that

evaporated in more tropical latitudes as a result of the world warm i n g .

4. Va rying the Rate of Increase in the Concentration of CO2 in the Atmosphere

Some models show that the rate of increase of CO2, not just the absolute amount, can influence

t h e rmohaline collapse (e.g., Stocker and Schmittner [1997]). The reason that the rate matters is that 

the nort h e rn ocean can rid itself of lower density surface water by pumping it into the deep ocean, thus

e ffectively diluting the perturbation, but only if the density perturbation is slow enough. That is, if the

ocean is disturbed suddenly by freshwater input or rapid warming, there is less time for the less salty or

w a rmer water to mix with the rest of the ocean water than is the case for slow disturbances. Thus, the

sudden disturbance will have more impact on the reduction of overt u rning than a more slowly building

disturbance, even if both disturbances eventually re p resent the same cumulative amount of 

f resh water injection. 

Earlier it was noted that there are two opposing feedback effects when the circulation weakens: a

stabilizing (negative feedback) thermal effect and a destabilizing (positive feedback) haline (salt) eff e c t .
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If the forcing on the system is rapid

enough, it appears that the positive

feedback dominates and the catastrophe

is more probable. That is, if tempera-

ture or fresh water input increases too

rapidly, the overturning circulation col-

lapses. However, Stouffer and Manabe

(1999) found that if CO2 is stabilized at

a doubling of the present concentration

(thereby preventing the total collapse of

the circulation), the long-term amount

of circulation weakening can actually be

larger in cases of slow CO2 buildup than

in cases of rapid CO2 buildup. This is

because when CO2 buildup is faster, even though the ocean circulation weakens more rapidly initially, the

climate system is exposed for a longer period of time to CO2 forcing in the slow doubling case. The key

issue is not just the rate of buildup, but whether the stabilized CO2 concentration, combined with the rate

of increase in concentration, causes a total collapse of the circulation. In the case of a total collapse,

even a return to present concentrations might not return the circulation to present-day conditions. 

Figure 6 shows a plot of the behavior of the thermohaline circulation after it is allowed to reach 

its equilibrium many centuries in the future as a function of both stabilized CO2 concentrations and the

annual rate of increase of CO2 prior to stabilization. A mid-value of climate sensitivity of 3.0 ºC per CO2

doubling was used. Each of the 420 SCD model simulations that comprise the figure was run for 10,000

years to eliminate temporary reductions in the thermohaline circulation. In this case the important ques-

tion is whether the circulation collapses permanently or recovers. As can be seen on Figure 6, the stabili-

ty of the circulation does depend on the rate of CO2 increase as well as the stabilized CO2 concentration.

For a CO2 increase rate of 0.9 percent per year, the circulation collapses at 1125 ppmv. However, a stabi-

lized concentration of 1450 ppmv can be reached without collapsing the circulation, if the CO2 increase

rate is only 0.2 percent per year. (Recall that the current rate of increase in the CO2 concentration is 

0.6 percent per year.)

Note: The strength of the thermohaline overturning circulation is shown as a 
function of the stabilized CO2 concentration and CO2 annual increase rate. All runs 
start from an equilibrated pre-industrial state, follow the historical CO2 increase, 
and then follow the path defined by the given increase rate and stabilization value. 
The model climate sensitivity is set at 3.0 ºC for a CO2 doubling. Note the 
permanent thermohaline circulation collapse (“Zone of Collapse”) for a combination 
of sufficiently high stabilized CO2 and CO2 increase rate.

Figure 6
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Increasing the climate sensitivity or

decreasing the initial amount of overturning

both act to increase the likelihood that the

model's overturning circulation will collapse.

This is illustrated in Figure 7, which shows

how the “Zone of Collapse” enlarges. It is

important to observe that the location of the

dividing line between the “Collapse” and

“Recovery” zones is determined by two

uncertain socio-economic factors (CO2 stabi-

lization value and CO2 rate of increase) and

two uncertain geophysical factors (climate

sensitivity and present-day ocean overturning

circulation strength), and that no one is yet

able to confidently place a “You Are Here” marker on this particular chart. 

These calculations are not meant to be taken literally given the high degree of simplification in

the model relative to the rich set of non-linear behaviors the model shows are plausible. However, even

this simple model demonstrates that complex properties of the coupled climate-economy system must be

taken into account, even if the specific numbers here are just illustrative. The complexity of the system

gives rise not only to large uncertainties but also to abrupt and potentially major climatic changes. This

cannot be ignored by rational analysis, and is the reason to explore these possibilities with quantitative

models even if specific results are not definitive. 

Figure 7

Uncertainty in the    Zone of Collapse 
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F. Policy Implications

As noted earl i er, m ost convent i on al cl i m at e - e c on omy models used for

cl i m ate p ol i cy an alysis as sume either fixed chan g es in cl i m ate forcing (e.g . , a

doubling of CO2), or sm o o thly varying cl i m ate change sc en ar i os (e.g . , 0 . 2 ° C

w arming per decade). This paper reiterates that the climate system is non-linear, which means

that thresholds may exist at certain stages in the evolution of climatic changes. At these thresholds, a

smoothly varying disturbance, such as a GHG buildup, may trigger a rapid event or events. Most analysts

who attempt to project the damage that climate change might bring to the environment or to society

a rgue that human capacity to adapt can ameliorate such damages (e.g., Mendelsohn et al. [2000]).

H o w e v e r, those analysts typically assume either fixed or smoothly varying climate scenarios. In the case of

rapid climate changes, adaptive agents would have neither the knowledge of impending warming, nor the

time to marshal the re s o u rces to adapt (e.g., Schneider, Easterling, and Mearns [2000]). Thus, it is likely

that most analysts using smoothly varying climate changes have overestimated human capacity to adapt

to rapid climate changes. Also, natural systems rarely can adapt, without losses, to rapid changes. Thus a

new generation of IAMs is needed to explore the implications of rapid climate changes on managed and

unmanaged systems. 

M o re o v e r, modest climate policies that may be “optimal” for smoothly varying climate change

scenarios in which adaptation plays a major role may not make sense in a rapidly changing world. Much

m o re may be at stake in reducing the rate at which humans disturb the climatic system than may be

i n f e rred from studies that assume smoothly varying scenarios — e.g., DICE and an entire generation of

conventional climate-economy optimization models. The present study clearly demonstrates that a gre a t

deal of caution needs to accompany most conventional climate policy analyses in which the only cases

analyzed are perfectly foreseen and smoothly increasing temperature s .

G. Conclusions

T he auth ors have pro duced a si mpl e, p or t abl e, and eff i c i ent cl i m at e

m o d el that repro duc es some of the imp or t ant behav i ors of the comprehensive,

c oupled ocean - at m osphere models that current ly serve as the st an d ards for

gl ob al cl i m ate rese arch . In part i c u l a r, the Atlantic overt u rning circulation in the simplified 

model and the comprehensive models responds similarly — both qualitatively and quantitatively — to
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time-dependent global warming forcing. This is true for both temporary reductions in the overt u rning cir-

culation and for total circulation collapse. The simplicity of the model allows it to clearly distinguish the

roles of four uncertain parameters in controlling an overt u rning collapse: (1) the CO2 stabilization concen-

tration, (2) the rate of increase in the CO2 concentration, (3) the global climate sensitivity, and (4) the

initial overt u rning circulation strength. The first two are primarily driven by socio-economic factors, con-

t rolled by human population, affluence, energy eff i c i e n c y, and the technologies used to produce energy or

sequester carbon. These socio-economic factors can be manipulated by the kinds of climate policies that

fill the current literature and are featured in political debates. The second two factors are geophysical

p ro p e rties of the climate system. Although much is known about them, they still are best characterized by

subjective probability distributions that allow a rather wide range of values. This range encompasses the

possibilities that the conveyor belt circulation could be either highly stable or easily pushed to a cata-

s t rophic collapse. More o v e r, it could take decades of empirical and theoretical re s e a rch to narrow the

range significantly (see e.g., IPCC Third Assessment Report, in preparation). There is a possibility that

decisions made over the next few decades about GHG emission trajectories over the next century could

cause an irreversible drift towards the collapse of the circulation — an event that would become part of

the legacy of the twenty-first century policy-makers to the citizens and ecosystems of the twenty-second

c e n t u ry and beyond. 

The actual dependence of climate change on the rate at which GHGs are allowed to build up

stands in contrast to the standard assumptions in most IAMs for which only the stabilization level mat-

ters, not the rate at which stabilization is achieved. This disconnect could have a marked impact on 

the “timing debate” (e.g., Wi g l e y, Richels, and Edmonds [1996]) in which some argue that delayed

abatement is preferable because early abatement is too costly. If the rate of GHG buildup in the neare r-

t e rm could trigger non-linearities appearing only later on in the climate system, then early abatement may

be preferable (see e.g., Schneider [1997]).

A p a rt from its ability to emulate circulation response in a physically plausible way, the model

described here is just a traditional, low-resolution, energy-balance climate model. The model is simple

enough to be transparent to climate analysts but has enough adjustable parameters to mimic a range of

behaviors of more sophisticated models — which can be relatively opaque to all but a few climate model-

ers. Given that the SCD's range of behavior is more extensive than older simple climate models, it should
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p rove enlightening to couple this new model to economic models of similar complexity. Pre l i m i n a ry analy-

ses (Mastrandrea and Schneider, in preparation) in which the SCD model presented here is coupled to the

DICE model show that near- t e rm emissions could trigger abrupt climate changes in the twenty-second

c e n t u ry. Thus, agents with infinite foresight would adjust their current optimal CO2 emissions contro l

rates based on the potential severity of these far- o ff abrupt changes. Of course, very high discount rates

cause little additional near- t e rm policy response from twenty-second century thermohaline collapse re l a-

tive to lower discount rates, yet the choice of discount rate is not only a technical option, but also a nor-

mative judgment about the value of present versus future intere s t s .

Most conventional energy-economy models are based on smoothly varying scenarios; they do not

consider rapid changes or threshold events. They likely overestimate the capacity of humans to adapt to

climatic change and underestimate the optimal control rate for GHG emissions. It is critical that the full

range of plausible climatic states becomes part of climate policy analysis. Indeed, to ignore the implica-

tions of rapid, non-linear climatic changes or surprises would lead to inadequate responses to the advent

or prospect of climatic changes.
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Endnotes 

1. Parameters are the specific numerical values used in the models. 

2. Sequestration means storing carbon, for example, by planting trees, changing agricultural practices, or

t h rough yet-to-be perfected techniques such as burial of carbon in deep geological caverns or at the ocean bottom.

3. Equilibrium is the situation in which the CO2 concentration stabilizes, the climate change has gone thro u g h

its transient phase, and a new steady state is achieved.
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Appendix: Simple Climate Demonstrator Model Description

The SCD model re p resents the world as five boxes in the Nort h e rn Hemisphere (Figure 2). In

fact, only three Atlantic Ocean boxes are re q u i red to produce a description of the north Atlantic overt u rn-

ing circulation. However, the additional two boxes re p resent the “non-Atlantic” remainder of the Nort h e rn

H e m i s p h e re. These additional boxes allow for east-west gradients and thus allow the simulated variables

in each box to bear some quantitative resemblance to real world values, as opposed to being a more 

qualitative re p resentation of an idealized system. Even more realism could be added by extending the

model to have a southern hemispheric component or by sub-dividing the boxes into land and oceanic

domains. However, the more complex the system, the less easily can it be coupled to economic models

for repeated ru n s .

The boxes of the SCD model are connected by flows of thermal energy and freshwater (or salini-

ty). An advective (i.e., flowing horizontally between boxes) thermohaline overt u rning circulation connects

the three ocean boxes. All other transports of heat, freshwater or salinity occur by simple “down-gradient”

(i.e., from higher to lower values) linear diffusion with coefficients chosen to produce an acceptable con-

t rol climate. Solar radiative heating and outgoing infrared radiative cooling are handled in the manner of

n u m e rous simple energy balance climate models (e.g., Schneider and Thompson, 1981). Outgoing

i n f r a red radiation (heat) is a linear function of the surface temperature. The pro p o rtionality factor can be

adjusted within limits to control the model's overall temperature sensitivity to changes in radiative heat-

ing (i.e., to adjust the climate sensitivity of the model). The model includes a traditional snow-ice albedo

( s u rface reflectivity) feedback that linearly increases planetary albedo as a function of decreasing temper-

a t u re. This is effective only below a threshold temperature. In the simulations discussed in this re p o rt the

albedo feedback (i.e., the warming-induced melting of snow or ice which enhances the warming by

d e c reasing the albedo) only operates in the nort h e rn surface boxes because that is where the bulk of the

landmasses are located. The effect of CO2 as a GHG is added as a radiative heating logarithmically pro-

p o rtional to CO2 amount. In other words, additional increments of CO2 yield diminishing re t u rns, as has

been known for decades and included in all climate models since the 1960s.
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Water is assumed to evaporate from the surface ocean boxes at a rate pro p o rtional to the satura-

tion vapor pre s s u re (the amount of water vapor the air can hold before condensation occurs). Thus, evapo-

ration is a non-linear function of temperature only. Water vapor is moved down gradient from the warm e r

s o u t h e rn ocean box to the cooler nort h e rn ocean box and precipitated, producing a positive diff e rence of

p recipitation minus evaporation (P-E) in the nort h e rn box, as is observed in the actual climate system.

The poleward transport of water vapor is adjusted to make the P-E values comparable to observed esti-

mates. There is no evaporation, precipitation or ru n o ff in the “non-Atlantic” surface boxes.

The seawater density in the three ocean boxes is determined by an equation of state that is lin-

earized in both temperature and salinity. The strength of the thermohaline circulation is assumed to be

linearly pro p o rtional to the density diff e rence between the nort h e rn surface ocean and the deep ocean.

The modeler adjusts the pro p o rtionality constant to achieve the desired circulation stre n g t h .

The various parameters of the model were chosen to produce a control state similar to that

o b s e rved in the present day. In part i c u l a r, the strength of the thermohaline overt u rning was set arbitrarily

at 20 Sv (1 Sv = 1 Sverd rup, defined as one million cubic meters per second). The strength of the albedo

feedback was adjusted so that the model's normal climate sensitivity to CO2 -doubling increased from 

2.2 ºC per CO2 doubling without albedo feedback to 3.0 ºC with albedo feedback. The control case equi-

librium was derived by running the model for 20,000 years with a pre-industrial atmospheric CO2 value of

280 parts per million (ppmv).

Te m p e r a t u res in the control case are 16 ºC for the global surface mean, 6 ºC for the nort h e rn sur-

face Atlantic box and 6.5 ºC for the deep ocean. The deep ocean is warmer than observed because the

low spatial resolution of the model precludes the deep-water formation in cold spots of limited area that

occurs in re a l i t y. Tuning the model to make the deep water colder would not affect the model's qualitative

b e h a v i o r, but would result in an unreasonably cold overall nort h e rn ocean surface temperature .
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