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#### Abstract

The present article deals with the analysis of transient radiative transfer caused by a short-pulse laser irradiation on a participating medium. A general formulation of the governing transient radiative transfer equation applicable to a 3-D Cartesian enclosure has been presented. To solve the transient radiative transfer equation, formulations have been presented for the three commonly used methods in the study of radiative heat transfer, viz., the discrete transfer method, the discrete ordinate method and the finite volume method. To show the uniformity in the formulations in the three methods, the intensity directions and the angular quadrature schemes for computing the incident radiation and heat flux have been taken the same. To validate the formulations and to compare the performance of the three methods, effect of a square short-pulse laser having pulse-width of the order of a femtosecond on transmittance and reflectance signals in case of an absorbing and scattering planar layer has been studied. Effects of the medium properties such as the extinction coefficient, the scattering albedo and the anisotropy factor and the laser properties such as the pulse-width and the angle of incidence on the transmittance and the reflectance signals have been compared. In all the cases, results of the three methods were found to compare very well with each other. Computationally, the discrete ordinate method was found to be the most efficient.
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## 1. Introduction

In the recent past, research on the application of transient radiative heat transfer in participating media has gained a momentum. This owes to the availability of short-pulse lasers combined with the rapid development in electronics to analyze the signals having temporal variations of the order of a femtosecond to a picosecond. Applications of short-pulse laser transport in participating media include, but are not limited to, optical tomography of tissues [1-4], remote sensing of oceans and atmospheres [5-7], laser material processing of microstructures [8-10] and particle detection and sizing [11]. A detailed review dealing with various aspects of the transient radiative

[^0]transfer caused by the irradiation of short-pulse lasers has been given by Kumar and Mitra [10].

To analyze radiative transport problems involving steady-state diffuse and/or collimated radiation, more than a dozen methods are available [12,13]. Depending upon the medium types, geometries involved and its application in the presence of other modes of heat transfer, each method has some strong and weak points [12,13]. However, among the available methods, the discrete transfer method (DTM) [14], the discrete ordinate method (DOM) [15] and the finite volume method (FVM) [16] are extensively used for the transient or the steady-state conjugate mode (radiation, conduction and/or convection) heat transfer problems in which transport of radiation is considered to be a steadystate process [12,13].

In the present decade, with the start of research in area of transient radiative transfer, applications of various

## Nomenclature

| $A$ | area | $\eta$ | direction cosine with respect to the $z$-axis |
| :--- | :--- | :--- | :--- |
| $a$ | anisotropy factor | $\sigma$ | Stefan- <br> $c$ |
| $G$ | speed of light |  |  |
| $H$ | incident radiation |  | $\mathrm{m}^{2} \mathrm{~K}^{4}$ |

radiative transfer methods were extended to transient studies [17-31]. Kumar et al. [17], Mitra et al. [18] used the P-1 approximation to model the transient radiative transfer in 1-D and 2-D rectangular enclosures. Integral equation formulation was used by Tan and Hsu $[19,20]$ and Wu and Wu [21]. Wu and Ou [22] applied the differential approximation to analyze the problems. The Monte Carlo method was used to model the transient radiative transfer by Schweiger et al. [23] and Guo et al. [24,25]. Guo and Kumar [26] and Sakami et al. [27] extended applications of the DOM to the 2-D rectangular enclosure. Application of the DOM to the 3-D rectangular enclosure was extended by Guo and Kumar [28]. Rath et al. [29] used the DTM to study the transient radiative transfer process in a planar medium. Their results compared very well with those of the DOM and the integral equation formulation. The application of the radiation element method to study the transient radiative transfer in various rectangular geometries was extended by Guo and Kumar [30]. The FVM was applied to study the short-pulse laser
transport in participating media by Chai [31] and Chai et al. [32].

A comparative study of the four methods, viz., the P-N approximation, the two-flux, the DOM and the direct numerical integration methods in predicting transient radiative transfer in a planar medium was done by Mitra and Kumar [33]. They showed that all methods do not predict the wave propagation speeds correctly. Wu and Ou [22] compared the modified differential approximations, the integral equation formulation and the modified $\mathrm{P}-1$ approximation in the study of a planar medium. They found good agreements between differential approximations and the integral equation formulation.

It has been pointed above that the DTM, the DOM and FVM are the widely used methods in analysis of thermal problems in which radiation is considered to be in the steady-state, and recently these methods have also been applied to transient radiative transfer. However, as far as comparison of these methods is concerned, no study has been performed so far to check the accuracy and
computational efficiency of one over the other. The present work is, therefore, aimed at comparing the results and the computational efficiencies of these three popular methods for various parameters. In the literature, the formulations of these methods, for the steady $[12,13]$ as well as for transient [26-32] states are presented in a manner which seem to be entirely different. One other objective of the present article is thus also to present a general formulation in which in the three methods the same intensity directions, expressions for the source terms and the quadratures for the angular integrations of the incident radiation and heat flux can be used. Further, the ray tracing algorithms in the DOM and the FVM are also exactly the same. The only difference between the two methods being that in the FVM unlike the DOM, intensity over an elemental solid angle is not considered isotropic. The ray tracing procedures in the DTM is different from those of the DOM and the FVM. However, for the transient study, the time marching procedure in the three methods is the same.

To validate the formulations in the DTM, the DOM and the FVM, effect of a square short-pulse laser irradiation on transmittance and reflectance signals from a planar medium has been studied and compared. These comparisons have been made for the effects of the extinction coefficient, the scattering albedo, the anisotropy factor, the angle of incidence and the pulse-width of the laser irradiation. CPU times in the three methods have also been compared.

## 2. Formulation

Let us consider an absorbing, emitting and scattering three-dimensional medium as shown in Fig. 1. Its north boundary is subjected to a collimated radiation $I_{\mathrm{c}}$ at an angle $\Omega_{0}$. The radiation pulse $I_{\mathrm{c}}$ at this boundary is available only for a duration $t_{\mathrm{p}}$ which is of the order of a nano-second. The incident radiation pulse travels with the speed of light $c$, and at any location in the medium, it remains available for the duration of the pulse-width $t_{\mathrm{p}}$ (Fig. 2). Since the medium is participating and the bound-


Fig. 1. A 3-D rectangular geometry and the coordinates under consideration.


Fig. 2. (a) A planar medium subjected to collimated square pulse irradiation at its top boundary. (b) Time of arrival of the collimated square pulse at different locations in a planar medium for a normal angle of incidence, $\theta_{0}=0^{\circ}$.
aries are at finite temperatures, the diffuse radiation also becomes time dependent. In this situation, the radiative transfer equation (RTE) in any direction $\hat{s}$ identified by the angle $\Omega$ about the elemental solid angle $\Delta \Omega$ is given by [12]

$$
\begin{equation*}
\left(\frac{1}{c}\right) \frac{\partial I}{\partial t}+\frac{\mathrm{d} I}{\mathrm{~d} s}=-\beta I+\kappa_{\mathrm{a}} I_{\mathrm{b}}+\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} I p\left(\Omega, \Omega^{\prime}\right) \mathrm{d} \Omega^{\prime} \tag{1}
\end{equation*}
$$

where $s$ is the geometric distance in the direction $\hat{s}, k_{\mathrm{a}}$ is the absorption coefficient, $\beta$ is the extinction coefficient, $\sigma_{\mathrm{s}}$ is the scattering coefficient and $p$ is the scattering phase function.

In Eq. (1), the intensity $I$ within the medium is composed of two components, viz., the collimated intensity $I_{c}$ and the diffuse intensity $I_{\mathrm{d}}$.
$I=I_{\mathrm{c}}+I_{\mathrm{d}}$
The variation of the collimated component $I_{\mathrm{c}}$ within the medium is given by [12]
$\frac{\mathrm{d} I_{\mathrm{c}}}{\mathrm{d} s}=-\beta I_{\mathrm{c}}$

Substituting Eqs. (2) and (3) in Eq. (1) yields

$$
\begin{align*}
& \left(\frac{1}{c}\right) \frac{\partial I_{\mathrm{c}}}{\partial t}+\left(\frac{1}{c}\right) \frac{\partial I_{\mathrm{d}}}{\partial t}+\frac{\mathrm{d} I_{\mathrm{d}}}{\mathrm{~d} s} \\
& =-\beta I_{\mathrm{d}}+\kappa_{\mathrm{a}} I_{\mathrm{b}}+\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} I_{\mathrm{d}} p\left(\Omega, \Omega^{\prime}\right) \mathrm{d} \Omega^{\prime} \\
& \quad+\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{4 \pi} I_{\mathrm{c}} p\left(\Omega, \Omega^{\prime}\right) \mathrm{d} \Omega^{\prime} \tag{4}
\end{align*}
$$

Eq. (4) can be written as

$$
\begin{equation*}
\left(\frac{1}{c}\right) \frac{\partial I_{\mathrm{c}}}{\partial t}+\left(\frac{1}{c}\right) \frac{\partial I_{\mathrm{d}}}{\partial t}+\frac{\mathrm{d} I_{\mathrm{d}}}{\mathrm{~d} s}=-\beta I_{\mathrm{d}}+S_{\mathrm{c}}+S_{\mathrm{d}}=-\beta I_{\mathrm{d}}+S_{\mathrm{t}} \tag{5}
\end{equation*}
$$

where $S_{\mathrm{c}}$ and $S_{\mathrm{d}}$ are the source terms resulting from the collimated and the diffuse components of radiation, respectively. In Eq. (5), $S_{\mathrm{t}}=S_{\mathrm{c}}+S_{\mathrm{d}}$ is the total source term.

At any point in the medium, the collimated radiation $I_{\mathrm{c}}$ remains available only for the pulse duration $t_{\mathrm{p}}$. For a square pulse, the value of $I_{\mathrm{c}}$ remains constant during the time duration $t_{\mathrm{p}}$ and zero at other times. Thus the time derivative of $I_{\mathrm{c}}$ becomes zero (this fact can be understood with the help of the illustration given in Fig. 2 for a planar medium). Eq. (5) can then be written as
$\left(\frac{1}{c}\right) \frac{\partial I_{\mathrm{d}}}{\partial t}+\frac{\mathrm{d} I_{\mathrm{d}}}{\mathrm{d} s}=-\beta I_{\mathrm{d}}+S_{\mathrm{t}}$
The source term $S_{\mathrm{c}}$ resulting from the collimated radiation $I_{\mathrm{c}}$ is given by
$S_{\mathrm{c}}(t)=\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{\Omega^{\prime}=0}^{4 \pi} I_{\mathrm{c}}(\Omega, t) p\left(\Omega, \Omega^{\prime}\right) \mathrm{d} \Omega^{\prime}$
For a linear anisotropic phase function $p\left(\Omega, \Omega^{\prime}\right)=1+$ $a \cos \theta \cos \theta^{\prime}$, the source term $S_{\mathrm{c}}$ is given by
$S_{\mathrm{c}}(t)=\left(\frac{\sigma_{\mathrm{s}}}{4 \pi}\right) \int_{0}^{2 \pi} \int_{0}^{\pi} I_{\mathrm{c}}(\theta, \phi, t)\left(1+a \cos \theta \cos \theta_{0}\right) \sin \theta \mathrm{d} \theta \mathrm{d} \phi$
where $\theta$ and $\phi$ are the polar and azimuthal angles, respectively. In terms of the incident radiation $G$ and heat flux $q$, Eq. (8) can be written as
$S_{\mathrm{c}}(t)=\frac{\sigma_{\mathrm{s}}}{4 \pi}\left[G_{\mathrm{c}}(t)+a \cos \theta q_{\mathrm{c}}(t)\right]$
where $G_{\mathrm{c}}$ and $q_{\mathrm{c}}$ are given by
$G_{\mathrm{c}}=I_{\mathrm{c}}\left(\theta_{0}, \phi_{0}\right)$
$q_{\mathrm{c}}=I_{\mathrm{c}}(\theta, \phi) \cos \theta_{0}=I_{\mathrm{c}}\left(\theta_{0}, \phi_{0}\right) \cos \theta_{0} \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right)$

In Eq. (10b), $\delta$ is the Dirac delta function defined as
$\delta\left(\theta-\theta_{0}\right)= \begin{cases}1, & \text { for } \theta=\theta_{0} \\ 0, & \text { for } \theta \neq \theta_{0}\end{cases}$

In Eq. (10) above, $I_{\mathrm{c}}$ is given by

$$
\begin{align*}
I_{\mathrm{c}}(\theta, \phi, t)= & I_{\mathrm{c}}\left(\theta_{0}, \phi_{0}, t\right) \exp \left(-\beta \mathrm{d} s_{0}\right) \\
& \times\left[H\left\{\beta\left(c t-\mathrm{d} s_{0}\right)\right\}-H\left\{\beta\left(c t-\mathrm{d} s_{0}\right)-\beta c t_{\mathrm{p}}\right\}\right] \\
& \times \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right) \tag{12}
\end{align*}
$$

where $\mathrm{d} s_{0}=\mathrm{d} z / \cos \theta_{0}$ is the geometric distance in the direction $\Omega_{0}$ of the collimated radiation and $t^{*}=\beta c t$ is the non-dimensional time. Eq. (12) can be written as

$$
\begin{align*}
I_{\mathrm{c}}\left(\theta, \phi, t^{*}\right)= & I_{\mathrm{c}}\left(\theta_{0}, \phi_{0}, t^{*}\right) \exp \left(-\beta \mathrm{d} s_{0}\right) \\
& \times\left[H\left\{\left(t^{*}-\beta \mathrm{d} s_{0}\right)\right\}-H\left\{\left(t^{*}-\beta \mathrm{d} s_{0}\right)-t_{\mathrm{p}}^{*}\right\}\right] \\
& \times \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right) \tag{13}
\end{align*}
$$

In the above equations, $H$ is the Heaviside function defined as
$H(y)= \begin{cases}1, & y>0 \\ 0, & y<0\end{cases}$
Radiation travels with the speed of light $c$ and hence takes some finite time to reach a particular location. Therefore, the time of arrival of the pulse at that point will depend upon its location. Moreover, at any location in the medium, $I_{\mathrm{c}}$ remains available only for the duration $t_{\mathrm{p}}^{*}$ (see Fig. 2). These effects are taken care, mathematically by the introduction of the Heaviside function in the above equations.

In Eq. (5), the source term $S_{\mathrm{d}}$ resulting from the diffuse radiation $I_{\mathrm{d}}$ is given by
$S_{\mathrm{d}}\left(t^{*}\right)=\kappa_{\mathrm{a}} I_{\mathrm{b}}\left(t^{*}\right)+\frac{\sigma_{\mathrm{s}}}{4 \pi} \int_{\Omega^{\prime}=0}^{4 \pi} I_{\mathrm{d}}\left(t^{*}\right) p\left(\Omega, \Omega^{\prime}\right) \mathrm{d} \Omega^{\prime}$
In terms of $G$ and $q$, for linear anisotropic phase function $p\left(\Omega, \Omega^{\prime}\right)=1+a \cos \theta \cos \theta^{\prime}$, Eq. (15) is given by
$S_{\mathrm{d}}\left(t^{*}\right)=\kappa_{\mathrm{a}} I_{\mathrm{b}}\left(t^{*}\right)+\frac{\sigma_{\mathrm{s}}}{4 \pi}\left[G_{\mathrm{d}}\left(t^{*}\right)+a \cos \theta q_{\mathrm{d}}\left(t^{*}\right)\right]$
In Eq. (16), $G_{\mathrm{d}}$ and $q_{\mathrm{d}}$ are given by [34]

$$
\begin{align*}
G_{\mathrm{d}}\left(t^{*}\right) & =\int_{\Omega=0}^{4 \pi} I_{\mathrm{d}}\left(t^{*}\right) \mathrm{d} \Omega \\
& =\int_{\phi=0}^{2 \pi} \int_{\theta=0}^{\pi} I_{\mathrm{d}}\left(\theta, \phi, t^{*}\right) \sin \theta \mathrm{d} \theta \mathrm{~d} \phi \\
& \approx \sum_{k=1}^{M_{\phi}} \sum_{l=1}^{M_{\theta}} I_{\mathrm{d}}\left(\theta_{l}, \phi_{k}, t^{*}\right) 2 \sin \theta_{l} \sin \left(\frac{\Delta \theta_{l}}{2}\right) \Delta \phi_{k} \tag{17}
\end{align*}
$$

where $M_{\theta}$ and $M_{\phi}$ are the number of discrete points considered over the complete span of the polar angle $\theta$ $(0 \leqslant \theta \leqslant \pi)$ and azimuthal angle $\phi(0 \leqslant \phi \leqslant 2 \pi)$, respectively.

$$
\begin{align*}
q_{\mathrm{d}}\left(t^{*}\right) & =\int_{\Omega=0}^{4 \pi} I_{\mathrm{d}}\left(t^{*}\right) \cos \theta \mathrm{d} \Omega \\
& =\int_{\phi=0}^{2 \pi} \int_{\theta=0}^{\pi} I_{\mathrm{d}}\left(\theta, \phi, t^{*}\right) \cos \theta \sin \theta \mathrm{d} \theta \mathrm{~d} \phi \\
& \approx \sum_{k=1}^{M_{\phi}} \sum_{l=1}^{M_{0}} I_{\mathrm{d}}\left(\theta_{l,}, \phi_{k}, t^{*}\right) 2 \sin \theta_{l} \cos \theta_{l} \sin \left(\Delta \theta_{l}\right) \Delta \phi_{k} \tag{18}
\end{align*}
$$

For a boundary having temperature $T_{\mathrm{w}}$ and emissivity $\varepsilon_{\mathrm{w}}$, the boundary intensity $I_{\mathrm{d}}\left(r_{\mathrm{w}}, t^{*}\right)$ is given by and computed from

$$
\begin{align*}
& I_{\mathrm{d}}\left(r_{\mathrm{w}}, t^{*}\right) \\
& \qquad \begin{array}{l}
=\frac{\varepsilon \sigma T_{\mathrm{w}}^{4}}{\pi}+\left(\frac{1-\varepsilon}{\pi}\right) \int_{\hat{n}_{\mathrm{w}} \cdot \hat{s}<0}\left[I_{\mathrm{d}, \mathrm{w}}\left(t^{*}\right)+I_{\mathrm{c}, \mathrm{w}}\left(t^{*}\right)\right] \cos \theta \mathrm{d} \Omega \\
\approx \\
\approx \frac{\varepsilon \sigma T_{\mathrm{w}}^{4}}{\pi}+\left(\frac{1-\varepsilon}{\pi}\right) \sum_{k=1}^{M_{\phi}} \sum_{l=1}^{M_{\theta} / 2}\left[I_{\mathrm{d}, \mathrm{w}}\left(\theta_{l}, \phi_{k}, t^{*}\right)\right. \\
\left.\quad \quad+I_{\mathrm{c}, \mathrm{w}}\left(\theta_{l}, \phi_{k}, t^{*}\right)\right] \sin \theta_{l} \cos \theta_{l} \sin \Delta \theta_{l} \Delta \phi_{k}
\end{array}
\end{align*}
$$

where in Eq. (19), the first and the second terms represent emitted and reflected components of the boundary intensity, respectively. The reflected term is composed of the irradiation due to diffuse and collimated radiation.

In terms of non-dimensional time $t^{*}$, the RTE given in Eq. (6) is now written as
$\beta \frac{\partial I_{\mathrm{d}}}{\partial t^{*}}+\frac{\mathrm{d} I_{\mathrm{d}}}{\mathrm{d} s}+\beta I_{\mathrm{d}}=S_{\mathrm{t}}$
Using fully implicit backward differencing scheme in time, Eq. (20) can be written as
$\beta \frac{I_{\mathrm{d}}\left(t^{*}\right)-I_{\mathrm{d}}\left(t^{*}-\Delta t^{*}\right)}{\Delta t^{*}}+\frac{\mathrm{d} I_{\mathrm{d}}\left(t^{*}\right)}{\mathrm{d} s}+\beta I_{\mathrm{d}}\left(t^{*}\right)=S_{\mathrm{t}}\left(t^{*}\right)$
Eq. (21) can be written in a simplified form as
$B \frac{\mathrm{~d} I_{\mathrm{d}}\left(t^{*}\right)}{\mathrm{d} s}+\beta I_{\mathrm{d}}\left(t^{*}\right)=B S_{\mathrm{t}}\left(t^{*}\right)+C I_{\mathrm{d}}\left(t^{*}-\Delta t^{*}\right)$
where $B=\frac{\Delta t^{*}}{\left(1+\Delta t^{*}\right)}$ and $C=\frac{\beta}{1+\Delta t^{*}}$.
With expressions for the source terms, incident radiation and heat flux given above, Eq. (22) is the resulting RTE to be used in the analysis of transient radiative transfer problems in the DTM, the DOM and the FVM. In the following pages, we provide methodology to solve Eq. (22) in the three methods. It is to be noted that in the DOM, the discrete directions and their associated weights are generally taken from the tabulated values provided in several references [12,13]. Mishra et al. [34] have recently proposed a simple quadrature scheme for the DOM which is the same as that being used in the DTM and the FVM. In this, for a given number of rays, the intensity directions and their associated weights required for the calculation of the incident radiation $G$ and heat flux $q$ are computed using simple formulae given in Eqs. (17) and (18), respectively. Thus, the intensity directions, their weights and the quadratures used to compute $G$ and $q$ essentially remain the same in the DTM, the DOM and the FVM. The only difference in the three methods then is the procedure for the calculation of the intensities which is explained in the following pages.

### 2.1. Discrete transfer method (DTM) formulation

In the DTM, Eq. (22) for a discrete direction $\Omega^{m}$ in the optical coordinate $\tau=\beta$ s is written as
$B \frac{\mathrm{~d} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\mathrm{d} \tau}+I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)=\frac{B S_{\mathrm{t}}^{\mathrm{m}}\left(t^{*}\right)}{\beta}+\frac{C}{\beta} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$
Multiplying Eq. (23) with the integrating factor $\exp \left(\frac{\tau}{B}\right)$ and then integrating this equation between the upstream point U and the downstream point D in the direction $\Omega$ of the intensity, we get

$$
\begin{array}{rl}
\int_{\tau^{\mathrm{U}}}^{\tau^{\mathrm{D}}} & \mathrm{~d}\left[\exp \left(\frac{\tau}{B}\right) I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)\right] \\
= & \left(\frac{1}{\beta}\right) \int_{\tau^{\mathrm{U}}}^{\tau^{\mathrm{D}}} S_{\mathrm{t}}^{\mathrm{m}}\left(t^{*}\right) \exp \left(\frac{\tau}{B}\right) \mathrm{d} \tau \\
& \quad+\frac{1}{\left(1+\Delta t^{*}\right) B} \int_{\tau^{\mathrm{U}}}^{\tau^{\mathrm{D}}} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right) \exp \left(\frac{\tau}{B}\right) \mathrm{d} \tau \tag{24}
\end{array}
$$

If the optical distance $\Delta \tau=\tau^{\mathrm{D}}-\tau^{\mathrm{U}}$ between the downstream point D and the upstream point U and in a given direction $\Omega$ is small enough, and assuming that the source term $S_{\mathrm{t}}\left(t^{*}\right)$ at the present time level and the intensity $I_{\mathrm{d}}\left(t^{*}-\Delta t^{*}\right)$ at the previous time level are known, then in the DTM, intensity at the downstream point D is found from the following recursive relation:

$$
\begin{align*}
I_{\mathrm{d}}^{\mathrm{m}, \mathrm{D}}\left(t^{*}\right)= & I_{\mathrm{d}}^{\mathrm{m}, \mathrm{U}}\left(t^{*}\right) \exp \left(-\frac{\Delta \tau}{B}\right) \\
& +\frac{B S_{\mathrm{t}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}\right)}{\beta}\left[1-\exp \left(-\frac{\Delta \tau}{B}\right)\right] \\
& +\frac{I_{\mathrm{d}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)}{\left(1+\Delta t^{*}\right)}\left[1-\exp \left(-\frac{\Delta \tau}{B}\right)\right] \tag{25}
\end{align*}
$$

where in the above equation, $S_{\mathrm{t}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}\right)$ and $I_{\mathrm{d}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$ are the values at the exact middle of the path-leg between the upstream point $U$ and the downstream point $D$. In a planar medium, these are the average of their values at the two points.
$S_{\mathrm{t}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}\right)=\frac{1}{2}\left[S_{\mathrm{t}}^{\mathrm{m}, \mathrm{D}}\left(t^{*}\right)+S_{\mathrm{t}}^{\mathrm{m}, \mathrm{U}}\left(t^{*}\right)\right]$
$I_{\mathrm{d}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)=\frac{1}{2}\left[I_{\mathrm{d}}^{\mathrm{m}, \mathrm{D}}\left(t^{*}-\Delta t^{*}\right)+I_{\mathrm{d}}^{\mathrm{m}, \mathrm{U}}\left(t^{*}-\Delta t^{*}\right)\right]$
In the 2-D geometries, $S_{\mathrm{t}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}\right)$ and $I_{\mathrm{d}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$ can be found using the bilinear interpolation of their values known at the four points on the control surfaces.

The space marching and ray tracing procedures in the DTM for the transient studies are the same as that for the steady-state analysis. Details on these can be found in [35,36]. In the application of the DTM to the transient radiative transfer, the intensity, and hence the source terms, the incident radiation and the heat flux are all functions of time. In the time marching procedure, at the first time level, at every point in the solution space, $S_{\mathrm{t}, \mathrm{av}}^{\mathrm{m}}$ is given a guess value and $I_{\mathrm{d}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$ is taken zero. At this time level, the angular distribution of intensity $I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)$ is found using Eq. (25). With $I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)$ distribution known, $I_{\mathrm{d}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$ at the previous time level $\left(t^{*}-\Delta t^{*}\right)$ is calculated using Eq. (27). For the subsequent time levels $t^{*}$, source term $S_{\mathrm{t}, \mathrm{av}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$ of the previous time level
$\left(t^{*}-\Delta t^{*}\right)$ becomes the guess values. At every time level, iterations are made until the convergence of the source term values at all the points is achieved. The procedure is repeated until the signals in the form of heat fluxes at the boundaries become weak.

### 2.2. The discrete ordinate method (DOM) formulation

Eq. (22) for a discrete direction $\Omega^{\mathrm{m}}$ is written as
$B \frac{\mathrm{~d} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\mathrm{d} s}+\beta I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)=B S_{\mathrm{t}}^{\mathrm{m}}+C I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)$
the intensities and source terms at the cell centre $P$, respectively.

In any discrete direction $\Omega^{\mathrm{m}}$, the cell-surface intensities are related to the cell-centre intensity $I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}$ as

$$
\begin{align*}
I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}} & =\alpha_{x} I_{\mathrm{d}, \mathrm{E}}^{\mathrm{m}}+\left(1-\alpha_{x}\right) I_{\mathrm{d}, \mathrm{~W}}^{\mathrm{m}}=\alpha_{y} I_{\mathrm{d}, \mathrm{~N}}^{\mathrm{m}}+\left(1-\alpha_{y}\right) I_{\mathrm{d}, \mathrm{~S}}^{\mathrm{m}} \\
& =\alpha_{z} I_{\mathrm{d}, \mathrm{~F}}^{\mathrm{m}}+\left(1-\alpha_{z}\right) I_{\mathrm{d}, \mathrm{~B}}^{\mathrm{m}} \tag{32}
\end{align*}
$$

where $\alpha$ is the finite-difference weighting factor. While marching from the first octant for which $\mu^{\mathrm{m}}, \xi^{\mathrm{m}}$ and $\eta^{\mathrm{m}}$ are all positive, $I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}$ in terms of known cell-surface intensities can be written as
$I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)=\frac{\left[\frac{\mu^{\mathrm{m}} A_{\mathrm{EW}}}{\alpha_{x}} I_{\mathrm{d}, \mathrm{W}}^{\mathrm{m}}\left(t^{*}\right)+\frac{\xi^{\mathrm{m}} A_{\mathrm{NS}}}{\alpha_{y}} I_{\mathrm{d}, \mathrm{S}}^{\mathrm{m}}\left(t^{*}\right)+\frac{\eta^{\mathrm{m}} A_{\mathrm{FB}}}{\alpha_{z}} I_{\mathrm{d}, \mathrm{B}}^{\mathrm{m}}\left(t^{*}\right)+V S_{\mathrm{t}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)+\left(\frac{C V}{B}\right) I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)\right]}{\frac{\mu^{\mathrm{m}} A_{\mathrm{E}}}{\alpha_{x}}+\frac{\xi^{\mathrm{m}} A_{\mathrm{N}}}{\alpha_{y}}+\frac{\eta^{\mathrm{m}} A_{\mathrm{F}}}{\alpha_{z}}+\left(\frac{\beta V}{B}\right)}$

Eq. (28) in the Cartesian coordinate directions can be written as

$$
\begin{align*}
& B\left[\mu^{\mathrm{m}} \frac{\mathrm{~d} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\mathrm{d} x}+\xi^{\mathrm{m}} \frac{\mathrm{~d} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\mathrm{d} y}+\eta^{\mathrm{m}} \frac{\mathrm{~d} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\mathrm{d} z}\right]+\beta I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right) \\
& \quad=B S_{\mathrm{t}}^{\mathrm{m}}+C I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right) \tag{29}
\end{align*}
$$

where $\mu^{\mathrm{m}}, \xi^{\mathrm{m}}$ and $\eta^{\mathrm{m}}$ are the direction cosines of the intensity in the direction $\Omega^{\mathrm{m}}$ having index m . In the DOM proposed in [34], these are computed from
where

$$
\begin{align*}
& A_{\mathrm{EW}}=\left(1-\alpha_{x}\right) A_{\mathrm{E}}+\alpha_{x} A_{\mathrm{W}}, \\
& A_{\mathrm{NS}}=\left(1-\alpha_{y}\right) A_{\mathrm{N}}+\alpha_{y} A_{\mathrm{S}}  \tag{34}\\
& A_{\mathrm{FB}}=\left(1-\alpha_{z}\right) A_{\mathrm{F}}+\alpha_{z} A_{\mathrm{B}}
\end{align*}
$$

are the averaged areas. When any one of the $\mu^{\mathrm{m}}, \xi^{\mathrm{m}}$ or $\eta^{\mathrm{m}}$ is negative, marching starts from other corners. In this case, a general expression of $I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}$ in terms of known intensities and source term can be written as
$I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)=\frac{\left[\frac{\left|\mu^{\mathrm{m}}\right| A_{x}}{\alpha_{x}} I_{\mathrm{d}, x_{\mathrm{i}}}^{\mathrm{m}}\left(t^{*}\right)+\frac{\left|\xi^{\mathrm{m}}\right| A_{y}}{\alpha_{y}} I_{\mathrm{d}, y_{\mathrm{i}}}^{\mathrm{m}}\left(t^{*}\right)+\frac{\left|\eta^{\mathrm{m}}\right| A_{z}}{\alpha_{z}} I_{\mathrm{d}, z_{\mathrm{i}}}^{\mathrm{m}}\left(t^{*}\right)+V S_{\mathrm{t}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)+\left(\frac{C V}{B}\right) I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)\right]}{\frac{\left|\mu^{\mathrm{m}}\right| A_{x_{\mathrm{e}}}}{\alpha_{x}}+\frac{\left|\xi^{\mathrm{m}}\right| A_{y_{\mathrm{e}}}}{\alpha_{y}}+\frac{\left|\eta^{\mathrm{m}}\right| A_{z_{\mathrm{e}}}}{\alpha_{z}}+\left(\frac{\beta V}{B}\right)}$
$\mu^{\mathrm{m}}=\sin \theta^{\mathrm{m}} \cos \phi^{\mathrm{m}}, \quad \xi^{\mathrm{m}}=\sin \theta^{\mathrm{m}} \sin \phi^{\mathrm{m}}$,
$\eta^{\mathrm{m}}=\cos \theta^{\mathrm{m}}$
Integrating Eq. (29) over the control volume and using the concept of the FVM for the computational fluid dynamics, Eq. (29) is written as

$$
\begin{align*}
& {\left[I_{\mathrm{d}, \mathrm{E}}^{\mathrm{m}}\left(t^{*}\right)-I_{\mathrm{d}, \mathrm{~W}}^{\mathrm{m}}\left(t^{*}\right)\right] A_{\mathrm{EW}} \mu^{\mathrm{m}}+\left[I_{\mathrm{d}, \mathrm{~N}}^{\mathrm{m}}\left(t^{*}\right)-I_{\mathrm{d}, \mathrm{~S}}^{\mathrm{m}}\left(t^{*}\right)\right] A_{\mathrm{NS}} \xi^{\mathrm{m}}} \\
& \quad+\left[I_{\mathrm{d}, \mathrm{~F}}^{\mathrm{m}}\left(t^{*}\right)-I_{\mathrm{d}, \mathrm{~B}}^{\mathrm{m}}\left(t^{*}\right)\right] A_{\mathrm{FB}} \eta^{\mathrm{m}} \\
& \quad=-\frac{\beta V}{B} I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)+V S_{\mathrm{t}, \mathrm{P}}^{\mathrm{m}}+\frac{C V}{B} I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right) \tag{31}
\end{align*}
$$

where $A_{\mathrm{EW}}, A_{\mathrm{NS}}$ and $A_{\mathrm{FB}}$ are the areas of the $x$-, $y$ - and $z$ faces of the control volume, respectively. In Eq. (31), $I$ with suffixes E, W, N, S, F and B designate east, west, north, south, front and back control surface average intensities, respectively. On the right-hand side of Eq. (31), $V=$ $\mathrm{d} x \times \mathrm{d} y \times \mathrm{d} z$ is the volume of the cell and $I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}$ and $S_{\mathrm{t}, \mathrm{P}}^{\mathrm{m}}$ are
where in Eq. (35), $x_{\mathrm{i}}, y_{\mathrm{i}}$ and $z_{\mathrm{i}}$ suffixes over $I_{\mathrm{d}}^{\mathrm{m}}$ are for the intensities entering the control volume through $x$-, $y$ - and $z$-faces, respectively and $A_{x}, A_{y}$ and $A_{z}$ are given by
$A_{x}=\left(1-\alpha_{x}\right) A_{x_{\mathrm{e}}}+\alpha_{x} A_{x_{\mathrm{i}}}, \quad A_{y}=\left(1-\alpha_{y}\right) A_{y_{\mathrm{e}}}+\alpha_{y} A_{y_{\mathrm{i}}}$,
$A_{\mathrm{FB}}=\left(1-\alpha_{z}\right) A_{z_{\mathrm{e}}}+\alpha_{z} A_{\mathrm{z}_{\mathrm{i}}}$
In Eq. (36) $A$ with suffixes $x_{\mathrm{i}}$, $y_{\mathrm{i}}$ and $z_{\mathrm{i}}$ represent control surface areas through which intensities enter the control volume while $A$ with suffixes $x_{\mathrm{e}}, y_{\mathrm{e}}$ and $z_{\mathrm{e}}$ represent control surface areas through which intensities leave the control volume.

At any time level, the space marching procedure in the application of the DOM to the transient situation is the same as that of the steady-state radiative transport problems details of which can be found in [12,13,15]. In its application to the transient radiative transfer, the time marching procedure is the same as that of the DTM described before. Expressions for the source terms in the present work, the quadratures for angular integrations for calculation of the incident radiation and heat flux are the same in the three methods and these are given in Eqs. (17) and (18).

### 2.3. Finite volume method (FVM) formulation

Writing Eq. (22) for a discrete direction $\Omega^{\mathrm{m}}$ and integrating it over the elemental solid angle $\Delta \Omega^{\mathrm{m}}$, we get

$$
\begin{align*}
& B \int_{\Delta \Omega^{\mathrm{m}}} \frac{\mathrm{~d} I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\mathrm{d} s} \mathrm{~d} \Omega+\int_{\Delta \Omega^{\mathrm{m}}} \beta I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right) \mathrm{d} \Omega \\
& \quad=\int_{\Delta \Omega^{\mathrm{m}}}\left[B S_{\mathrm{t}}^{\mathrm{m}}\left(t^{*}\right)+C I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)\right] \mathrm{d} \Omega \tag{37}
\end{align*}
$$

In the Cartesian coordinate directions, Eq. (37) can be written as

$$
\begin{align*}
& B\left[\frac{\partial I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\partial x} D_{x}^{\mathrm{m}}+\frac{\partial I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\partial y} D_{y}^{\mathrm{m}}+\frac{\partial I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right)}{\partial z} D_{z}^{\mathrm{m}}\right]+\beta I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}\right) \\
& \quad=\left[B S_{\mathrm{t}}^{\mathrm{m}}\left(t^{*}\right)+C I_{\mathrm{d}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)\right] \Delta \Omega^{\mathrm{m}} \tag{38}
\end{align*}
$$

If $\hat{n}$ is the outward normal to a surface, then $D^{\mathrm{m}}$ is given by
$D^{\mathrm{m}}=\int_{\Delta \Omega^{\mathrm{m}}}\left(\hat{n} \cdot \hat{s}^{\mathrm{m}}\right) \mathrm{d} \Omega$
where $\quad \hat{s}^{\mathrm{m}}=\left(\sin \theta^{\mathrm{m}} \cos \phi^{\mathrm{m}}\right) \hat{i}+\left(\sin \theta^{\mathrm{m}} \sin \phi^{\mathrm{m}}\right) \hat{j}+\left(\cos \theta^{\mathrm{m}}\right) \hat{k}$. When $\hat{n}$ is pointing towards one of the positive coordinate directions, $D_{x}^{\mathrm{m}}, D_{y}^{\mathrm{m}}$ and $D_{z}^{\mathrm{m}}$ are given by

In Eq. (38), $\Delta \Omega^{\mathrm{m}}$ is given by

$$
\begin{align*}
\Delta \Omega^{\mathrm{m}} & =\int_{\Delta \Omega^{\mathrm{m}}} \mathrm{~d} \Omega=\int_{\phi^{\mathrm{m}}-\frac{\Delta^{\mathrm{m}}}{2}}^{\phi^{\mathrm{m}} \frac{\Delta \mathrm{~d}^{\mathrm{m}}}{2}} \int_{\theta^{\mathrm{m}}-\frac{\Delta^{\mathrm{m}}}{2}}^{\theta^{\mathrm{m}}+\frac{\Delta 0^{\mathrm{m}}}{2}} \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \\
& =2 \sin \theta^{\mathrm{m}} \sin \left(\frac{\Delta \theta^{\mathrm{m}}}{2}\right) \Delta \phi^{\mathrm{m}} \tag{41}
\end{align*}
$$

Integrating Eq. (38) over the control volume and using the concept of the FVM for the computational fluid dynamics, we get

$$
\begin{align*}
& {\left[I_{\mathrm{d}, \mathrm{E}}^{\mathrm{m}}\left(t^{*}\right)-I_{\mathrm{d}, \mathrm{~W}}^{\mathrm{m}}\left(t^{*}\right)\right] A_{\mathrm{EW}} D_{x}^{\mathrm{m}}+\left[I_{\mathrm{d}, \mathrm{~N}}^{\mathrm{m}}\left(t^{*}\right)-I_{\mathrm{d}, \mathrm{~S}}^{\mathrm{m}}\left(t^{*}\right)\right] A_{\mathrm{NS}} D_{y}^{\mathrm{m}}} \\
& \quad+\left[I_{\mathrm{d}, \mathrm{~F}}^{\mathrm{m}}\left(t^{*}\right)-I_{\mathrm{d}, \mathrm{~B}}^{\mathrm{m}}\left(t^{*}\right)\right] A_{\mathrm{FB}} D_{z}^{\mathrm{m}} \\
& \quad=\left[-\frac{\beta V}{B} I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)+V S_{\mathrm{t}, \mathrm{P}}^{\mathrm{m}}+\frac{C V}{B} I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)\right] \Delta \Omega^{\mathrm{m}} \tag{42}
\end{align*}
$$

With the procedure similar to the DOM given before, the general form of the cell-centre intensities $I_{\mathrm{d} . \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)$ in terms of known cell-surface intensities can be written as
$I_{\mathrm{d}, \mathrm{P}}^{\mathrm{m}}\left(t^{*}\right)=\frac{\left[\frac{\left|D_{x}^{\mathrm{m}}\right| A_{x}}{\alpha_{x}} I_{\mathrm{d}, x_{\mathrm{i}}}^{\mathrm{m}}\left(t^{*}\right)+\frac{\left|D_{y}^{\mathrm{m}}\right| A_{y}}{\alpha_{y}} I_{\mathrm{d}, y_{\mathrm{i}}}^{\mathrm{m}}\left(t^{*}\right)+\frac{\left|D_{z}^{\mathrm{m}}\right| A_{z}}{\alpha_{z}} I_{\mathrm{d}, \mathrm{ri}_{\mathrm{i}}}^{\mathrm{m}}\left(t^{*}\right)+\left(V \Delta \Omega^{\mathrm{m}}\right) S_{\mathrm{t}, \mathrm{p}}^{\mathrm{m}}\left(t^{*}\right)+\left(\frac{C V \Delta \Omega^{\mathrm{m}}}{B}\right) I_{\mathrm{d}, \mathrm{p}}^{\mathrm{m}}\left(t^{*}-\Delta t^{*}\right)\right]}{\frac{\left|D_{x}^{\mathrm{m}}\right| A_{x_{\mathrm{e}}}}{\alpha_{x}}+\frac{\left|D_{y}^{\mathrm{m}}\right| A_{y_{\mathrm{e}}}}{\alpha_{y}}+\frac{\left|D_{z}^{\mathrm{m}}\right| A_{z_{\mathrm{e}}}}{\alpha_{z}}+\left(\frac{\beta V \Delta \Omega^{\mathrm{m}}}{B}\right)}$

$$
\begin{align*}
& D_{x}^{\mathrm{m}}=\int_{\Delta \Omega^{\mathrm{m}}} \sin \theta \cos \phi \mathrm{~d} \Omega \\
& =\int_{\phi^{\mathrm{m}}-\frac{\Delta \phi^{\mathrm{m}}}{2}}^{\phi^{\mathrm{m}}+\frac{\Delta^{\mathrm{m}}}{2}} \int_{\theta^{\mathrm{m}}-\frac{\theta^{\mathrm{m}}}{2}}^{\theta^{\mathrm{m}}+\frac{\Delta^{\mathrm{m}}}{2}} \cos \phi \sin ^{2} \theta \mathrm{~d} \theta \mathrm{~d} \phi \\
& =\cos \phi^{\mathrm{m}} \sin \left(\frac{\Delta \phi^{\mathrm{m}}}{2}\right)\left[\Delta \theta^{\mathrm{m}}-\cos 2 \theta^{\mathrm{m}} \sin \left(\Delta \theta^{\mathrm{m}}\right)\right]  \tag{40a}\\
& D_{y}^{\mathrm{m}}=\int_{\Delta \Omega^{\mathrm{m}}} \sin \theta \sin \phi \mathrm{~d} \Omega \\
& =\int_{\phi^{\mathrm{m}}-\frac{\Delta \phi^{\mathrm{m}}}{2}}^{\phi^{\mathrm{m}}+\frac{\Delta^{\mathrm{m}}}{2}} \int_{\theta^{\mathrm{m}}-\frac{\Delta \theta^{m}}{2}}^{\theta^{\mathrm{m}}+\frac{\Delta \theta^{\mathrm{m}}}{2}} \sin \phi \sin ^{2} \theta \mathrm{~d} \theta \mathrm{~d} \phi \\
& =\sin \phi^{\mathrm{m}} \sin \left(\frac{\Delta \phi^{\mathrm{m}}}{2}\right)\left[\Delta \theta^{\mathrm{m}}-\cos 2 \theta^{\mathrm{m}} \sin \left(\Delta \theta^{\mathrm{m}}\right)\right]  \tag{40b}\\
& D_{z}^{\mathrm{m}}=\int_{\Delta \Omega^{\mathrm{m}}} \cos \theta \mathrm{~d} \Omega \\
& =\int_{\phi^{\mathrm{m}}-\frac{\Delta \phi^{\mathrm{m}}}{2}}^{\phi^{\mathrm{m}}+\frac{\Delta \mathrm{s}^{\mathrm{m}}}{2}} \int_{\theta^{\mathrm{m}}-\frac{\Delta \mathrm{am}^{\mathrm{m}}}{2}}^{\theta^{\mathrm{m}}+\frac{\Delta \mathrm{a}^{\mathrm{m}}}{2}} \cos \theta \sin \theta \mathrm{~d} \theta \mathrm{~d} \phi \\
& =\sin \theta^{\mathrm{m}} \cos \theta^{\mathrm{m}} \sin \left(\Delta \theta^{\mathrm{m}}\right) \Delta \phi^{\mathrm{m}} \tag{40c}
\end{align*}
$$

For $\hat{n}$ pointing towards the negative coordinate directions, signs of $D_{x}^{\mathrm{m}}, D_{y}^{\mathrm{m}}$ and $D_{z}^{\mathrm{m}}$ are opposite to what are obtained from Eq. (40).
where meanings of the various terms in Eq. (43) are the same as that in the DOM formulation.

The space marching in the FVM are the same as that of the DOM and the time marching procedure in the three methods are the same.

## 3. Results and discussion

The DTM, the DOM and the FVM formulations presented above are valid for an absorbing, emitting and scattering 3-D medium with diffuse-gray boundaries at arbitrary temperatures. To study primarily the effect of a square short-pulse collimated radiation, the emissions from the medium and its boundaries are neglected, and accordingly they are assumed cold. Thus in the above formulations, emission from the medium $I_{\mathrm{b}}=0$ and the boundary intensities are also zero. Further to simplify the situation, a planar medium with unity thickness ( $Z=1 \mathrm{~m}$ ) and black boundaries is considered (Fig. 2). The pulse-width and angle of incidence of the collimated radiation at the top boundary could be arbitrary.

While solving the problem, intensity $I$ and heat flux values $q_{\mathrm{t}}=q_{\mathrm{c}}+q_{\mathrm{d}}$ are non-dimensionalized with the maximum value (corresponding to normal incidence) of the collimated radiation $I_{\mathrm{c}}$ and the heat flux $q_{\mathrm{c}}$, respectively.

Thus, in the problem under consideration, the magnitude of $I_{\mathrm{c}}$ is also arbitrary.
$I^{*}\left(t^{*}\right)=\frac{I\left(t^{*}\right)}{I_{\mathrm{c}}}$,
$q_{\mathrm{t}}^{*}\left(t^{*}\right)=\frac{q_{\mathrm{c}}\left(t^{*}\right)+q_{\mathrm{d}}\left(t^{*}\right)}{q_{\mathrm{c}, \text { max }}}=\frac{q_{\mathrm{c}}\left(t^{*}\right)+q_{\mathrm{d}}\left(t^{*}\right)}{I_{\mathrm{c}}}$
In the study of radiative transfer caused by a short-pulse laser irradiation, the time dependent transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals are the two quantities that provide specific information about the medium. Transmittance is defined as the net radiative heat flux emerging out of the medium due to transmission, and with reference to a planar medium (Fig. 2), it is the net radiative heat flux at the bottom boundary $(z=0.0)$. Reflectance is the net radi-
ative heat flux at the boundary which is subjected to the laser irradiation, and in the present case, it is the reflected heat flux at the top boundary $(z=Z)$. In the following pages, effects of optical properties of the medium such as the extinction coefficient $\beta$, the scattering albedo $\omega$ and the anisotropy factor $a$ on transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals are studied and compared in the DTM, the DOM and the FVM. Further, effects of the pulse-width and the angle of incidence of the collimated radiation on these signals are also studied.

For a grid-independent situation, a maximum of 500 equal size control volumes and for a ray-independent situation, 40 equally spaced directions were considered in the three methods. The total observed time span was divided into 1000 equal steps. At a given time level, convergence


Fig. 3. Effect of the extinction coefficient $\beta$ on transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals.
was assumed to have been achieved when change in source term $S\left(t^{*}\right)$ values at all points for the two consecutive iteration levels did not exceed $1 \times 10^{-7}$.

In Figs. 3-5, $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals computed using the DTM, the DOM and the FVM have been shown for non-dimensional pulse-width $t_{\mathrm{p}}^{*}=1.0$ and normal incidence $\theta_{0}=0^{\circ}$. Results for variable angle of incidence $\theta_{0}$ and pulse-width $t_{\mathrm{p}}^{*}$ have been shown in Figs. 6 and 7, respectively.

Effects of the extinction coefficient $\beta$ on $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\text {ref }}^{*}\left(t^{*}\right)$ signals have been shown in Fig. 3a-f, respectively. These effects of $\beta$ have been shown for an absorbing and isotropically scattering $(a=0.0)$ medium with $\omega=1.0$.

It can be seen that the $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ signals appear at $t^{*}=$ $t_{\mathrm{s}}^{*}=\frac{\beta Z}{\cos \theta_{0}}=\beta$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals remain available since the start of the process. With increase in $\beta$, the peaks of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ decrease while those of the $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ remain unchanged. But with increase in $\beta$, both signals last longer. This is because the mean free-path decreases with increase in $\beta$, and thus radiation is unable to percolate quickly through the medium. It is further seen from Fig. 3a-c that after their appearances, $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ undergo a noticeable change at $t^{*}=t_{\mathrm{s}}^{*}+t_{\mathrm{p}}^{*}$ and $t^{*}=t_{\mathrm{p}}^{*}$, respectively. In case of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$, this change is more prominent for lower $\beta$ (Fig. 3a). This is because with increase in $\beta$, the diffuse radiation scores over the collimated component, and after $t^{*}=t_{\mathrm{s}}^{*}+t_{\mathrm{p}}^{*}, q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ is composed of only the diffuse


Fig. 4. Effect of scattering albedo $\omega$ on transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals.


Fig. 5. Effect of anisotropy factor $a$ on transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals.
component. The same is true for the $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ in which this happens after $t^{*}=t_{\mathrm{p}}^{*}$.

It can be seen that for all the cases, results of the DTM, the DOM and the FVM compare very well with each other.

The effects of the scattering albedo $\omega$ on $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\text {ref }}^{*}\left(t^{*}\right)$ have been shown in Fig. 4a-c and d-f respectively for $a=0.0$. These effects have been shown for $\omega=0.9$ and 0.5 . It is seen from the figures that the dependence of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ on $\omega$ is relatively more pronounced for higher values of $\beta$ (Fig. 4c). The effect of $\omega$ on $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ is the same for all $\beta$. For a given $\beta$, with decrease in $\omega$, the peaks of both the signals decrease and they last for a shorter duration. This is because for a higher value of $\omega$, radiation suffers multiple scattering in the medium and is hence constrained to last longer. The time at which change in the peak values of both the signals occurs is independent of $\omega$.

For results presented in Fig. 4a-f, it is seen that results of the DTM, the DOM and the FVM match very well with each other.

The effects the anisotropy $a$ on $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ have been shown in Fig. 5a, b and c, d, respectively for $\omega=1.0$ and $\beta=1.0$. These effects have been shown for $100 \%$ forward scattering $a=+1.0$ and $100 \%$ backward scattering $a=-1.0$. It can be seen that the peak of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ is more in case of the forward scattering $a=+1.0$. However, opposite is the case with $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$. This trend is attributed to the fact that for $a=+1.0$, more energy is scattered in the direction of travel. Hence the peak value of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ is
more while that of $q_{\text {ref }}^{*}\left(t^{*}\right)$ is less than its values in the backward scattering case $a=-1.0$. The DTM, the DOM and the FVM results are seen to compare very well with each other.

Effect of the angle of incidence $\theta_{0}$ on $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ has been shown in Fig. 6a-f. For $\omega=1.0$ and $a=0.0$, $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ are shown for three values of $\beta$. For every $\beta$, results have been shown for $\theta_{0}=0^{\circ}, 45^{\circ}$, and $60^{\circ}$. It is observed from Fig. 6a-f that the peak values decrease with an increase in $\theta_{0}$. This is because with increase in $\theta_{0}$ according to Eq. (10b), the radiative energy penetrating the medium through the top boundary decreases. Further it is seen that in the case of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$, the time of start of the signal $t^{*}=t_{\mathrm{s}}^{*}=\frac{\beta Z}{\cos \theta_{0}}=\frac{\beta}{\cos \theta_{0}}$ is more for higher values of $\theta_{0}$. The DTM, the DOM and the FVM results are seen to be in good agreement.

Effect of the pulse-width $t_{\mathrm{p}}^{*}$ on $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ are shown in Fig. 7a and b, respectively. For $\theta_{0}=0^{\circ}$, $\beta=1.0, \omega=1.0$ and $a=0.0$, these results are shown for $t_{\mathrm{p}}^{*}=1.0,5.0$ and 10.0. It is seen that the peak values of $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ increase with increase in $t_{\mathrm{p}}^{*}$. This is for the reason that with increase in $t_{\mathrm{p}}^{*}$, the medium receives energy for the longer duration. Further it can be observed that in the duration of the pulse-width, with increase in $t_{\mathrm{p}}^{*}$, $q_{\mathrm{rr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ asymptotically reach constant values. This is true because for a pulse-width $t_{\mathrm{p}}^{*} \rightarrow \infty$, the top boundary will receive radiation continuously and hence the situation becomes that of the steady-state in which


Fig. 6. Effect of angle of incidence on transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals.


Fig. 7. Effect of pulse-width $t_{\mathrm{p}}^{*}$ on transmittance $q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and reflectance $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ signals.

Table 1
Comparison of the CPU times (in second) of the DTM, the DOM and the FVM

| Number of <br> control volumes | Number <br> of rays | CPU times (s) |  |  |
| :--- | :--- | ---: | ---: | :--- |
|  |  | DTM | DOM | FVM |
| 100 | 40 | 165.31 | 85.67 | 155.80 |
| 200 | 40 | 529.39 | 201.02 | 352.94 |
| 300 | 40 | 605.22 | 381.19 | 486.31 |
| 400 | 40 | 840.40 | 465.77 | 773.91 |
| 500 | 40 | 959.38 | 620.00 | 923.00 |
| 500 | 10 | 537.29 | 328.97 | 380.91 |
| 500 | 20 | 612.16 | 448.89 | 550.80 |
| 500 | 30 | 809.84 | 517.92 | 750.70 |
| 500 | 45 | 1056.83 | 724.66 | 939.19 |

$q_{\mathrm{tr}}^{*}\left(t^{*}\right)$ and $q_{\mathrm{ref}}^{*}\left(t^{*}\right)$ will have constant values. In this case also, the DTM, the DOM and the FVM results have a close match.

### 3.1. Comparison of CPU times

Having found that in all the cases, the DTM, the DOM and the FVM results are in good agreement with each other, we next study the computational efficiency of the three methods. For $\beta=1.0, \omega=1.0, a=0.0$ and $\theta_{0}=0^{\circ}$, the CPU times (in second) in the three methods are compared in Table 1. All runs were taken on the IBM Thinkpad, Model R40, Mobile Intel Pentium 4, $2.0 \mathrm{GHz}, 256$ MB RAM at 266 MHz .

It is seen from Table 1 that the DOM is computationally the most efficient. Since the FVM and the DOM procedures are exactly the same, except that the FVM spends extra time in integrating intensity over an elemental solid angle, the CPU time of the FVM is always higher than the DOM. However, this extra computation in the FVM has an advantage over the DOM in multidimensional geometries and in strongly anisotropically scattering medium in which case the ray effect is more pronounced [36] The DTM spends much time in ray tracing and source term evaluation, hence its computational time is always more than the DOM and the FVM.

## 4. Conclusions

A general formulation of the DTM, the DOM and the FVM to study the transmittance and reflectance signals caused by the irradiation of a short-pulse laser was presented. The formulations in the three methods were similar in the sense that the intensity directions and the quadratures to compute incident radiation and heat flux were the same. The time marching procedure in the three methods was also the same. The DTM differed from the DOM and the FVM in the ray tracing approach. To validate the formulation and to compare the results of the three methods, a planar absorbing-scattering cold medium with black boundary was considered. The transmittance and reflectance signals were studied and compared for different val-
ues of the extinction coefficient, the scattering albedo, the anisotropy factor, the angle of incidence and the pulsewidth of the square pulse. These parameters were found to have significant bearings on the temporal variations of these signals. In all the cases, the results from the three methods were found to match very well with each other. Computationally, the DOM was found to be the most efficient.
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